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INTRODUCTION
The objective of this study report is to provi-
de an analysis and set of scenarios as a tool 
for policy shapers on the future of digital in-
frastructures and personal data governance. 
Can we combine European value-based regu-
lation with vibrant innovation for a sovereign, 
secure and trusted European society? In this 
introduction some of the main themes of the 
report are anticipated.

THE WORLD’S MOST VALUABLE RESOURCE 
IS NO LONGER OIL, BUT DATA…

The parallelism between oil and (personal) data was intro-
duced in 2006 with the additional observation that, as with 
crude oil, data are valuable but if not refined cannot be used 
(Palmer, 2006). Data, and especially personal data, is the new 
crude asset for which a complex ecosystem of entities has 
emerged to collect, analyse and trade the value that may be 
extracted from it (often via behavioural insights). The impor-
tance of this view on data has been repeated by many af-
terwards.

The power of data is at the heart of what has been termed 
digital transformation and forms the pivotal element of the 
Fourth Industrial Revolution. Several trends have brought 
data to the core of innovation, including cheaper and more 
readily available storage and processing power, increasing 
availability of data through online social networks and Inter-
net of Things (IoT), and data analytics improvements through 
the deep learning revolution. All of these are expected to be 
further powered by the deployment of 5G networks. These 
current and future trends have produced and are poised to 
further fuel network effects: data processing software be-
comes smarter as the volume of data contributed by people 
and their devices increases, which in turn makes the online 
services that employ such smart software more appealing 
and, consequently, attracts even more data.

DATA AND EMERGING DIGITAL 
INFRASTRUCTURES HOLD GREAT 
POTENTIAL FOR ECONOMY AND SOCIETY…

The data-driven digital transformation is a main source of 

innovation and according to recent experimental evidence 
has produced wide benefits for consumers that escape GDP 
measurement (Brynjolfsson et al., 2019).

• Modern Artificial Intelligence (AI) extracts value from data. 
More data means more accurate AI models, which in turn 
means potentially more benefits to society and business. 
We may expect a transition in production processes thanks 
to the adoption of AI, leading to significant economic growth 
and increase of economic output. The UK Government Of-
fice for Science expected 100 billion connected IoT devices 
already by 2020. ETNO, a major European telecoms asso-
ciation, expects 5G will underpin the rapid growth of the IoT 
(Palovirta & Grassia, 2019). 

• The IoT will have a huge impact on automotive, industry, 
retail and smart building equipment. 

• A document of the German Ministry of Economy official-
ly presenting the project Gaia-X – a European cloud aiming 
to provide “the next generation of data infrastructure for 
Europe: a secure, federated system that meets the highest 
standards of digital sovereignty while promoting innovation”  
– underscores how cloud infrastructure can multiply the 
power and benefits as it encompasses the full spectrum of 
information technology and provides to firms in an efficient 
way (BMWi, 2019, p. 5). 

• World-class connectivity in 5G is expected to be a key ena-
bler of Europe’s digital economy and of the increasing digiti-
zation of services and industrial processes, cutting costs and 
increasing efficiencies (See Palovirta & Grassia, 2019).

…YET DESPITE PROMISED BENEFITS, 
ANXIETY AND TENSIONS ARE RISING

The data economy is generating several major concerns 
and international tensions. First, much of the data powe-
ring those innovative services are personal or of a sensitive 
nature. The ongoing transformation affects all aspects of 
human reality (see Floridi, 2014 and Schwab, 2016, 2018), 
blurring the distinction between physical, digital and biologi-
cal spheres. In this context, it comes as no surprise that the 
EU Ethics Advisory Group has expressed concern on the rela-
tionship between personhood and personal data, the risks of 
discrimination as a result of data processing, and the risks of 
undermining the foundations of democracy (Ethics Advisory 
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Group, 2018). In Europe, GDPR was a regulatory intervention 
to address some of those concerns. There has been support 
for the principles of GDPR to be adopted in the US, with Mi-
crosoft being one of the proponents of a US GDPR that lets 
people take control of their data. This follows the introduc-
tion of the California Consumer Privacy Act (CCPA), effective 
from 1 January 2020, which is seen as a first action taking 
some of the GDPR proposals on board.

Second, security concerns caused by increased cyber threats 
and attacks have become closely linked to the privacy and 
data protection issues, as has been noted by the European 
Commission (European Commission, 2017a, p. 11). As a re-
sult cybersecurity markets are growing rapidly: between 
2016 and 2021 the global cybersecurity market is predic-
ted to grow at a compound annual rate of 10% and be worth 
over $200 billion by 2021 (Morgan, 2015). While privacy and 
security concerns are tangible in everyday life, they are in-
creasingly becoming entangled in geopolitical tensions. Ever 
since news spread in June 2013 on foreign surveillance (i.e., 
Wikileaks reports on US eavesdropping on Merkel etc.), the 
issue of technological sovereignty has emerged in Europe 
(Maurer et al., 2014) . Similar statements and proposals have 
continued on both sides of the Atlantic, some of which seem 
to be simply posturing for political consumption. 

This is fuelling a debate on technological sovereignty and 
strategic autonomy. In the past three years strategic auto-
nomy has acquired importance and has been mentioned by 
several world leaders, often in relation to digital technologies 
(Timmers, 2018; Timmers, 2019a, 2019b) . The German Eco-
nomy Minister Peter Altmaier has been reported as arguing 
that a Europe-run cloud system could restore our digital sove-
reignty and counter unfair competition from state-controlled 
and state-subsidised companies from third countries (read 
China) and by market dominant online platforms (read US). 
On the same line of international political tensions, the Fi-
nancial Times gave much emphasis to a letter allegedly 
written by Peter Altmaier to Margrethe Vestager (EU chief 
of the digital and competition dossier) arguing that “specific 
rules of behaviour need to be imposed on market-domina-
ting online platforms” (Espinoza & Chazan, 2019). According 
to the two reporters, the letter contained statements such as 
“in light of current developments in the global data and digi-
tal economy, we require tougher oversight of abusive prac-
tices in order to maintain competition”. According to a piece 
published in Politico, technological (incl. digital) sovereignty 
also figures high on the agenda of the new Commission and 
distrust of US tech giants in EU policy circles has allegedly 
“rekindled a protectionist zeal that many thought had been 
discarded long ago” (Scott, 2019). In the earlier cited piece, 
ETNO representatives urge the next European digital agenda 
to focus on IoT, 5G, and AI in order to close the gap with the 
US and China. Specular and equally adversarial posturing and 
actions can be found on the other side of the Atlantic. In the 
midst of this Transatlantic rift, came the news on 

1 November, 2019 that a ‘sovereign internet’ law took effect 
in Russia: Moscow effectively gave itself the power to erect a 
sort of digital Iron Curtain around its networks, with the law 
allowing Roskomnadzor, Russia’s telecoms agency, to shut 
the country off from external traffic exchange. In this context, 
it has been argued that several different ‘Internets’ are cur-
rently co-existing uneasily (O’Hara & Hall, 2018), including: 
the original libertarian Silicon Valley Open Internet, the Was-
hington DC US Republican ‘Commercial Internet’, the ‘Autho-
ritarian Internet’ epitomised by China, and what they call the 
‘Bourgeois Internet’ envisaged by the European Commission 
(“where trolling and bad behaviour are minimised and privacy 
protected, possibly at the cost of innovation”, ibid.), and now 
(our addition) the Iron Curtain Russian Internet.

Third, the oligopolistic access to valuable user data by few 
companies and their chosen partners has raised concerns on 
innovation and calls for regulation. The might of aforemen-
tioned network effects is evident in the impressive growth 
of giant technology companies (so called GAFAM: Google, 
Apple, Facebook, Amazon, Microsoft). The list of top 10 most 
valued public companies in the world based on market ca-
pitalisation, as of January 2019, is dominated by these and 
other US companies. 

Fourth, there are issues of equitable access and persisting 
digital exclusion and divide. The digital transformation and 
revolution is not yet reaching everyone and the digital divide 
is taking new forms (United Nations, 2019, pp. 11-24). With 
specific regard to 5G, while a viable case for deployments of 
these new networks can be made for densely populated ur-
ban areas, there is a risk that rural and suburban areas get 
left out (ITU, 2018, p. 9).

Last but not least, the issues mentioned above threaten to 
weaken both nationally and internationally the public accep-
tability and trust that are key for the deployment and adop-
tion of new emerging technological possibilities from which 
tangible benefit may accrue. Generalised and systemic trust, 
with the underpinning social capital, are the social glue that 
enables collaborative and productive practices in the digital 
ecosystem, since to a large extent this entails interaction 
among strangers with exchanges of very sensitive informa-
tion.

In this report generalised and systemic trust is defined as 
an attitude entailing reliance on the benevolence of human 
nature or the attitude to give most people the benefit of the 
doubt.

Self-regulatory trust generating mechanisms (i.e., reputa-
tional ratings in online platforms) are usually extolled by in-
dustry and neo-liberal think tanks. Yet, such self-regulatory 
mechanisms of trust generation are vulnerable to abuse and 
not sufficient in the face of newly emerging possibilities with 
their related challenges in terms of data protection and cy-
bersecurity, such as AI, IoT, 5G, etc. Trust must rest on more 
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solid pillars needing, in our view, to build a new governance 
framework (a mix of laws, regulation, awareness and edu-
cation campaigns, as well as self-regulation and govern-
ment-industry collaboration).

It is public actors that must lead this process to build the di-
gital social capital to restore generalised and systemic trust 
both nationally and internationally.

EUROPEAN POSITIONING: TURNING 
DISADVANTAGES INTO ADVANTAGES?

The comparative disadvantages of Europe have been exten-
sively discussed. Resorting to the initial metaphor of data 
being the oil of the 21st century, China and the United States 
are each large centralised markets, enabling the gathering of 
giant quantities of data to fuel their algorithms, whereas Eu-
rope is more fragmented, both in terms of markets and the 
dominant tech companies (O’Hara & Hall, 2018). As a conse-
quence, the US and China are leading the ‘refinery’: the AI re-
search and applications, as well as the specialised chips that 
run the latter. In the last 15 years the battle of domination in 
the digital landscape has led to the oligarchy of the American 
GAFAM, their Chinese counterparts (Alibaba, Baidu, Tencent, 
et al.) and other emerging, typically non-European, plat-
forms. If the comparative disadvantages of Europe are well-
known and documented, then the key question becomes: can 
Europe develop comparative advantages and exploit them? 

One positive answer may come via ‘creative parallelism’ 
between the European regulatory frameworks for the pro-
tection of the physical landscape/environment (which is 
already quite developed) and of the digital landscape (which 
has only recently started to be developed). Europe played 
a leading role worldwide in the former, which has resulted 
in having a good competitive position globally in renewable 
energies and many ‘vertical’ applications compatible with 
this framework. Being first in developing and establishing 
this framework gave a considerable comparative advantage 
which was put to good and timely use by European players. 
As in former technology advances, current digital develop-
ments produce not only wonderful benefits and opportuni-
ties but also threats to personal liberties, democratic insti-
tutions and more. 

This is where regulation of data protection and cybersecurity 
can come into play. The EU established as a first (and only) 
such initiative worldwide, the regulation for the protection of 
personal data (GDPR) which came into effect in May 2018. 
GDPR is joined by legislation for the use and reuse of public 
sector data (PSI: Public Sector Information), digital copyright, 
e-privacy and cyber security. Further steps on the regulatory 
framework for the use and re-use of privately-owned data 
are currently under discussion. It has been recognised that 
“the GDPR remains a source of advantage for the European 
Union — it is a leader in data protection because it is too 

large a market to ignore”. It is being very influential world-
wide, especially in Asia (Hogan Lovells, 2019) and has also 
stimulated debate and initiatives in the US (KPMG, 2018, pp. 
8-9). The GDPR will also be a leading element in the posi-
tioning of Europe in the AI debate. A brief of the European 
Parliament on the EU ethical framework of AI, after des-
cribing its human-centric nature, adds the following state-
ment: “While this approach will unfold in the context of the 
global race on AI, EU policy-makers have adopted a frame 
of analysis to differentiate the EU strategy on AI from the 
US strategy (developed mostly through private-sector initia-
tives and self-regulation) and the Chinese strategy (essen-
tially government-led and characterised by strong coordina-
tion of private and public investment into AI technologies). In 
its approach, the EU seeks to remain faithful to its cultural 
preferences and its higher standard of protection against the 
social risks posed by AI – in particular those affecting privacy, 
data protection and discrimination rules – unlike other more 
lax jurisdictions” (European Parliament, 2019c). 

From the above it becomes apparent that the EU and its 
Member States could jointly create a digital ecosystem 
that protects cherished values and at the same time helps 
jump-start innovation with built-in data protection and se-
curity (‘by design and by default’) which is trusted by citizens 
and entrepreneurs, thus providing new opportunities for Eu-
ropean actors and platforms. 

THE REGULATORS/INNOVATORS DILEMMA

It is typical for new technologies to be ‘a Pandora’s box’ and 
entail risks and uncertainty. For early stage technologies re-
gulators do not have answers to questions such as how will 
they further develop and be used? Who will benefit most? 
What could be possible harms? In addition to uncertainty on 
future developments, regulators may face a sort of technical 
impossibility in front of complex issues such as defining le-
gally what it means to require algorithms to be transparent. 
Finally, current political and geopolitical tensions fuel rheto-
rical posturing rather than concrete actions. As a result, re-
gulatory uncertainty hampers true innovators, favouring the 
status quo and its incumbents. This is the situation depicted 
in Figure 1, and note that in this context a ‘laissez-faire’ or 
‘leave it to the market’ approach would not foster innovation 
for it would leave uncertainty and anti-competitive position 
intact. We will come back to this in Chapter 3.

The above themes will be further analysed in this report. To 
do so we give in Chapter 1 objective, scope (i.e. the dimen-
sions of analysis), key concepts, and the approach. In pur-
suit of the objective, a methodology has been adopted that 
combines an analysis of a large number of written secondary 
sources with direct interaction with experts. A very compre-
hensive scoping review was performed that brings together 
the scientific literature with a vast array of other sources (in-
dustry reports, policy documents, etc. often called ‘grey lite-
rature’). The results of the scoping are presented in Chapter 2 
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(and Annexes), leading to key trends and issues in the domain 
of digital infrastructure and data protection. Based on this 
analysis and the interaction with a number of experts from 
industry and academia, policy scenarios were developed 
using two dimensions of interventions: data governance and 
broadly defined digital infrastructure. These scenarios then 
lead to reflections on implications relevant for policy makers.

Figure 1: The regulators/innovators dilemma, source: adapted from (Deloitte, 2017, p. 2)

Innovators 
Regulatory uncertainty delays 
developments and adoption, 
favours incumbents 
and status quo.

Government as regulator 
Fast emerging technology 
black boxes, political & geopolitical 
pressures > do not take action.
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1. OBJECTIVE, SCOPE AND 
KEY CONCEPTS
1.1 Objective and scope 

The objective of this study report is to provide an analysis 
and set of scenarios as a tool for policy shapers on the future 
of digital infrastructures and personal data governance. Can 
we combine European value-based regulation with vibrant 
innovation for a sovereign, secure and trusted European so-
ciety?

The topic is complex. It spans from personal data governance 
to networks: mobile and fixed communication (spectrum, 
coverage, roll-out of 5G), Internet (net neutrality, domain 
name systems), data storage and management systems, 
cloud computing and data centres, applications, artificial 
intelligence (AI), Internet of Things (IoT), cybersecurity, and 
platforms. We need to delimit the scope and will focus on 
personal data governance (protection, sovereignty, security) 
and broadly defined digital infrastructures (selectively on 5G, 
IoT, Clouds, AI, and platforms, with cybersecurity considered 
horizontally). 

GDPR and the debate that it has spurred in Europe and 
beyond justifies special attention to data governance in 
this report. Also KPMG placed data privacy among the ten 
regulatory challenges of 2019 (KPMG, 2018, pp. 8-9). 
Moreover, data-driven innovation is generally seen as one of 
the key engines of economic development, justifying to study 
how regulation of data protection can shape the use of data 
as raw material for the extraction of surplus and the role of 
dominant platforms as part of the digital infrastructure. 

However, we need to note that in this report we will not 
address ‘machine data’ as it would broaden the scope beyond 
objective and capacities. We appreciate the importance for 
European Industry 4.0 of the trove of machine data (including 
sensor data) which is expected to increase exponentially 
with full development of the IoT. The EU Regulation on the 
free flow of non-personal data (Regulation (EU) 2018/1807, 
referred to as FFD Regulation) is applicable as of 28 May 
2019. The FFD Regulation aims, among other things, to 
remove barriers to the free flow of non-personal data to 
foster the data economy, as was stressed in the 2017 
Communication on Building a European Data Economy. Later 
the Commission issued a guidance to explain how the FDD 
regulation and GDPR interact. The guidance defines non-
personal data as follows: 

a) Data which originally did not relate to an identified 
or identifiable natural person, such as data on weather 
conditions generated by sensors installed on wind turbines, 
or data on maintenance needs for industrial machines; 

b) Data which was initially personal data, but later made 
anonymous. 

Further, it discussed the concept of mixed datasets, for 
in many cases datasets may comprise both personal and 
machine data. Mixed datasets will become increasingly 
common as a result of developments of AI and big data 
analytics. For example, the data recorded by a car including 
technical machine data (such as the tyre pressure), together 
with behavioural personal data (where and when the driver 
was at a certain place). This can also include a company’s 
knowledge of IT problems and solutions based on individual 
incident reports. Currently, the interaction between the 
GDPR and FDD does not require separate processing of 
personal data and machine data. There is no obligation to 
split datasets, but the situation remains not fully defined 
for mixed datasets: the FFD Regulation applies to the non-
personal data part of the dataset; the GDPR’s free flow 
provision applies to the personal data part of the dataset. 
Yet, if the machine data parts and the personal data parts are 
inextricably linked, the data protection rights and obligations 
stemming from the GDPR fully apply to the entire mixed 
dataset, including in cases where personal data represents 
only a small part of the whole. Obviously, mixed datasets 
remain a thorny issue. 

Nevertheless, the main analysis in this report considers only 
personal data governance. Although we will shortly come 
back to the issue of machine data in Section 3.2 when we 
discuss the implications of the scenarios presented. 

As the main dimension of this analysis, digital infrastructures 
require careful definition. A simple definition used by 
economists to refer to infrastructure in general is “longer lived 
capital intensive systems and facilities” (Stupak, 2015, p. 1). 
According to Fourie (2006) infrastructure is defined by two 
dimensions: ‘capitalness’ and ‘publicness’ (referring to the 
social significance of the infrastructure and not necessarily 
to ownership). Applying these two dimensions, Palei (2015, 
p. 169) proposed the 2*2 typology reported below, where 
broadly-defined telecommunications figure among the high/
high type.
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Table 1: Typology of infrastructures, source: adapted from Palei (2015, p. 169)

However, defining digital infrastructure raises some pecu-
liar characteristics of the ‘digital’ aspect and moreover, the 
term ‘digital infrastructure’ is inconsistent and differs in cur-
rent use. Digital ‘things’ are often of great public and social 
significance but relatively low in Capitalness (i.e. in terms of 
initial investment and maintenance costs, and not in terms 
of market capitalisation). For example: digital platforms or 
cloud computing that are marketed as a cheap solution for 
firms but are in aggregate strategic digital infrastructures. 
Following the above typology only very capital-intensive 
networks (fibre, 5G, etc.) would qualify as digital infrastruc-
ture. Nevertheless, intangible constructs, such as digital 
structural reform and the Digital Single Market, have very 
sizeable economic impact (Lorenzani & Varga, 2014). Hence, 
considering as digital infrastructure only the most tangible 
and physical aspects would be reductionist. 

Concerning terminological practices, there are countless and 
inconsistent usages and definitions of the expression ‘digital 
infrastructure’, from very simple ones available on the web, 
such as “the ability to store and exchange data through a 
centralised communication system” or simple list of items 
(i.e., Internet backbone, fixed broadband, mobile, satellite, 
data centres, cloud computing, platforms, systems, apps, 
API & integration, user devices, IoT), to more formal but still 
debatable definitions. We take a pragmatic approach and re-
fer in plural to ‘digital infrastructures’. Going from the more 
to the less tangible, in this report digital infrastructures can 
include: fixed and mobile networks, IoT, applications and plat-
forms, artificial intelligence. In Chapter 2 we will mainly focus 
on 5G, clouds and data centres, and algorithms and machine 
learning for their data protection implications. Regardless of 
their level of ‘capitalness’, all of these elements are charac-
terised by four common characteristics: a) they have all been 
referred to as ‘digital infrastructure’ at least in more than 
two of the reviewed sources; b) they are all mentioned and 
debated in discussion of technological sovereignty, strate-
gic autonomy, and cybersecurity; c) they all have great pu-
blic and social significance, be it as enabler of economic and 
social activities relevant for all economic and societal actors 
or as a potential source of risks in need of some regulatory 
intervention; d) they are all expected to greatly contribute to 

economic growth and competitiveness.

The importance of digital infrastructures is clearly related to 
their potential societal and economic impact. There is a vast 
body of literature on the economic impact of infrastructure 
in general that is beyond our scope to review in depth here. 
There is broad consensus among economists that infrastruc-
ture has a clear impact on economic growth and competitive-
ness (Palei, 2015). There is ample evidence that infrastruc-
tures have a multiplier effect on economic output both in 
the short and long term, although the empirics on the size 
of such effect is not consolidated (Stupak, 2018). The various 
mechanisms through which the potential economic impacts 
of digital infrastructures unfold are the following: a) they ex-
pand capacity by increasing the efficiency of other existing 
infrastructures and lead to the emergence of new ones; b) 
they may save time, increase convenience, simplify opera-
tions, and can lead to more informed decisions; c) they save 
costs by decreasing waste and increasing efficiency allowing 
for more flexibility in the provision of goods and services; d) 
they could (i.e. provided that security is ensured) improve re-
liability, reducing volatility and uncertainty. Digital infrastruc-
tures are considered as the key driver of competitiveness, 
since it is the central and connecting infrastructure that en-
ables gains in most other areas as depicted below.

1.2 Makers, shapers, and users

Figure 3 depicts the main stakeholders in the Digital In-
frastructures domain (World Economic Forum, 2014). It is a 
starting point on which we flesh out our typology of players 
as including makers, shapers, and users.

Makers include technology innovators and solution provi-
ders: technology developers, communication services pro-
viders (CSPs), digital services and content providers, as well 
as hardware and software manufacturers (infrastructure de-
vices and equipment, system software and support compo-
nent manufacturing). Each digital infrastructure presents its 
own specificity and hence makers. For instance, the 5G value 
chain is particularly extended, encompassing mobile network 
operators, suppliers of mobile network operators, manufac-
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turers of connected devices, service and content providers, 
and end-users. As we shall see later, this extended value 
chain raises security concerns, including security makers. 
The value chain and array of stakeholders, including the ma-
kers, for IoT is complex and fragmented, so far preventing the 
emergence of common standards for interpreting the data 
from devices or for connecting them to one another (Walport, 
2014, p. 16). Competing platforms and industrial coalitions 
are emerging; and there are many different infrastructures 
that will form IoT networks. 

Key makers include the dominant platforms and tech giants 
already having access to large amounts of data. With respect 
to data though, GAFAM is not a unified block (Arrieta-Ibarra 
et al., 2018; Faravelon et al., 2016). There is a clear difference 
both in business model and in level of access to data (and 
advancement on machine learning) between Google and 
Facebook on the one hand, and Apple and Microsoft on the 
other, with Amazon somewhere in the middle. Moving, for 
instance, to putting a price on users’ data (‘data as labour’ 
model as proposed in Arrieta-Ibarra et al., 2018) would pe-
nalise Google and Facebook but may enable the other three 

giants to compete better in the data economy (Arrieta-Ibarra 
et al., 2018). Apple and Amazon are not major web actors, 
Google oversteps the influence of other platforms: Facebook 
only has half of Google’s influence and Amazon does not rank 
in the Top 25 sites in terms of traffic (Faravelon et al., 2016, 
p. 27). So, access to data is differentiated and one may ex-
pect that their position with respect to regulation would not 
be monolithic as earlier cited support by Microsoft for a US 
GDPR shows. 

AI start-ups are also makers, though constrained by limited 
access to data to train and improve their machine learning 
systems. Moving to makers that are more specific for cy-
bersecurity the following distinction has been proposed: 
cybersecurity firms, internet technology firms, and inter-
net-adjacent firms. Cybersecurity firms work for commercial 
or government clients providing products and/or services 
(i.e., Darktrace, FireEye, Palantir, Qadium, and Kaspersky 
Lab, Symantec, F-Secure, etc.). Internet technology firms 
are those mostly involved in the ‘big data’ space, including 
some of the tech giants. They may buy from cybersecurity 
firms or produce their own solutions. ‘Internet-adjacent’ 

Figure 2: Digitization as key connecting infrastructure, source: adapted from Rudas et al. (2019)

Figure 3: Digital ecosystem main stakeholders, source: World Economic Forum (2014)
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firms – those that have digital components but have the 
core business outside the technology sector – could also be 
considered users (see below). Important examples are also 
large European companies like Thales or Siemens, working 
on large technical security and eID products. One could argue 
that this category includes all firms that are not makers of 
technology, since digital presence and activities are now 
widespread. Possibly a particular case is that of firms that 
will rely increasingly on IoT, such as energy companies: these 
may have special cybersecurity needs and may in the future 
produce their own solutions. 

Shapers play a major role with respect to digital infrastruc-
ture, mainly in defining the specifications and regulating 
them. These include governments and other public sector 
actors. Governments usually have three principal roles: policy 
making, regulating, and owning digital infrastructure compo-
nents and services (e.g. eGovernment). Other non-govern-
mental agencies also have a crucial role as shapers. These 
include industry associations, standardisation bodies, and 
multiple stakeholder associations such as the World Wide 
Web Consortium (W3C), the Internet Corporation for As-
signed Names and Numbers (ICANN) and the International 
Telecommunication Union (ITU). Large (e.g. US and Chinese) 
tech companies currently have access to and control of most 
of the data and enact their own policies in various respects 
(i.e., identity management, cybersecurity). They also play a de 
facto shaper role in addition to their maker role. They moved 
before regulation and created what are by now infrastructu-
ral solutions that may be hard to undo. Their lobbying power 
justifies treating them also as shapers. 

Governmental shapers allegedly seek to protect the interests 
of the users/citizens and of economy and society as a whole 
when market failures (information asymmetry, externality, 
market power and imperfection) emerge. They may create 
conditions for equal access to innovation opportunities, thus 
addressing the interests of at least some groups of makers. 
Governments are also interested in both data protection and 
security as a matter of preserving the function and the values 
of democracy. It must be stressed that, on the issue of pro-
tecting the interests of the users, governmental shapers are 
seriously challenged by the capacity of tech giants to use rhe-
torical framing as a powerful lobbying strategy (Codagnone, 
2017; Codagnone et al., 2018). This is particularly evident in 
the instrumental use of the rhetoric of the open Internet and 
of the interest of users receiving free services, where the ori-
ginal libertarian ethos of Silicon Valley is enlisted to defend 
powerful commercial interests (Zuboff, 2019).

Users include a wide range of players: from private indi-
viduals, ICT using firms, as well as governmental agencies. 
In Annex (section 4.1) we present detailed statistics and in-
sights from the economics of privacy and information and 
from behavioural economics that shed light on attitudes and 
actual behaviours with respect to personal data and security, 
which we summarise here. 

In general, it can be assumed that private individuals are in-
terested in having lightweight and easy to use online services 
while preserving privacy and security. Firms may want to be 
compliant with GDPR to avoid fines, as well as avoiding se-
curity breaches both to protect their assets and intellectual 
property and to avoid the direct and indirect costs of such 
breaches (i.e., especially reputational costs that, for listed 
companies may translate into sizeable monetary losses). On 
the other hand, government may be particularly interested 
as users of cybersecurity to protect critical infrastructures. 
Behavioural biases and the complexity of the issues invol-
ved make users vulnerable to information asymmetry, from 
which the economy and society as a whole may suffer nega-
tive externality justifying regulatory interventions. It is very 
difficult for individuals to make reasoned and rational deci-
sions on collection and use of their personal data and the re-
lated expression of consent due to behavioural bias and the 
complexity of the issues at stake. Data security and privacy 
are largely credence characteristics even with direct partners 
in a transaction (see more in Section 4.1). A credence good is 
something intangible that consumers can hardly verify, e.g. 
eco-friendliness of a washing machine (ecolabels have been 
developed to obviate this problem). In addition, data persis-
tence means that consumer valuation of an information flow 
is a function of the network of entities that access and use 
that flow. The complexity of this network, combined with the 
difficulty in credibly conveying and committing to these poli-
cies, creates an information problem. 

This applies also for executives of firms deciding on an in-
vestment for protecting the personal data of the customers 
or for increasing cybersecurity as it would be difficult for 
them to fully consider all the costs and benefits of making 
or not making the investment. Lack of information, the stea-
dily changing costs, and the same behavioural biases seen 
earlier may hinder a complete appraisal of costs and benefit 
to determine the ROI. Then procrastination and responsibility 
dumping may set in and the investment would be avoided. 
Finally, because the indirect intangible costs of a security 
breach (related to loss of reputation potentially reverbera-
ting into losses in stock markets) are possibly higher than 
the direct costs, firms falling victim of a security breach may 
avoid publicly reporting it. But security breaches do not only 
generate costs at firms which are directly affected. Interde-
pendence between information systems allows breaches to 
propagate and negatively affect others (Kunreuther & Heal, 
2003). In the language of public economics, a lack of firms’ 
information security (for any of the reasons above, and either 
at the level of adoption of cybersecurity measures or at that 
of publicly reporting breaches) causes negative externalities 
in an economy. The presence of negative externalities jus-
tifies government intervention, for instance, in the form of 
laws aimed at reducing the costs of insecurity to society (Hil-
ler & Russell, 2013).
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1.3 Three ideal-typical models of 
regulation

In the current digital geopolitical arms race three main 
ideal-typical models of approaching the regulation and go-
vernance of the digital landscape can be identified as repre-
sented by Europe, USA, and China respectively. These models 
are further supported in the Annex by a section providing a re-
gulatory landscape overview. Other countries may be placed 
in one of these ideal types, but such granular positioning is 
beyond our scope (some other Asian countries in addition to 
China are discussed in the Annex). In presenting these three 
models we take inspirations from O’Hara & Hall (2018) with, 
however, two differences. First, we do not tout the European 
model as ‘bourgeoise’ but rather as descending from, and 
embodying, the main principles and values of the ‘European 
project’. Second, we do not distinguish between a libertarian 
Silicon Valley Open Internet and a commercial Washington 
D.C. model. As Zuboff has shown at length (2019), openness 
and libertarian values are still held by minority players in Sili-
con Valley whereas for the big companies they remain simply 
rhetorical instruments. There is now, apart from nuances, full 
convergence between Silicon Valley and Washington. 

The European approach is value- and human rights-based 
and focusses on ethics and privacy, whereas the American 
tradition leans more toward liberty (Whitman, 2004). The 
GDPR has enshrined into EU law a universalistic approach to 
the protection of privacy, extending protection of its citizens 
in other jurisdictions and enlarging the right to be forgotten 
by moving the emphasis from de-listing to erasure (Politou 
et al., 2018). As stated by the Ethics Advisory Group “This 
new data protection ecosystem stems from the strong roots 
of another kind of ecosystem: the European project itself, 
that of unifying the values drawn from a shared historical ex-
perience with a process of industrial, political, economic and 
social integration of States, in order to sustain peace, colla-
boration, social welfare and economic development” (EDPS 
Ethics Advisory Group 2018, 6). The GDPR covers all data 
processing activities to anticipate and minimise risk. In recent 
years the EU competition approach has been more proactive 
and the Commissioner Margrethe Vestager has extended 
the Commission’s anti-trust work against dominant firms, 
based on Article 102 of the EU Treaty, to pursue American 
tech giants on the grounds that they might swallow rivals or 
force them out of business, leaving consumers with a poorer 
standard of service (The Economist, 2017a). 

In general, aside from the inspiring values, an observer may 
also interpret the evolution of the European model (also in 
other areas as cybersecurity and attempted taxation of digi-
tal services) as having an implicit geopolitical agenda. In this 
respect, it has been noted that one of the drivers of the EU 
cybersecurity policy has also been for Europe to be a stron-
ger global actor in international diplomacy, development 
cooperation, defence and trade (Timmers, 2018, p. 364). This 

has brought the EU at times on a collision course with its 
American Atlantic partners as can be seen, for instance, in 
the attack by Washington think tanks funded by Google and 
other tech companies, such as the International Technology 
and Innovation Foundation (ITIF).

The US model is a mix of a technology- and commercial-
ly-driven approach. With respect to privacy the dominant 
view is to treat it as tort, where the victim must prove the 
harm, which is in line with the Silicon Valley attitude to dis-
rupt and move fast before regulation intervenes (Zuboff, 
2019). In this respect the approach is commercial and there 
is convergence of views between Silicon Valley and Washing-
ton, despite current political misalignment between the Re-
publicans dominating Washington and the Democrats which 
are more favoured in Silicon Valley (O’Hara & Hall, 2018). 

As illustrated in the regulatory landscape presented in An-
nex, one characteristic of the US model is the lack of one uni-
fied federal framework on issues such as data protection and 
cyber security and the presence of several state laws and 
other sources of regulation or self-regulation and standar-
disation. On the other hand, the earlier cited report by KPMG 
shows that as a result of Europe introducing GDPR and other 
measures, there is mounting pressure in the US for a federal 
standardisation on Data Privacy (KPMG, 2018, pp. 8-9) and 
Cybersecurity (KPMG, 2018, pp. 14-15). 

The Chinese model promotes its own tech giants (Baidu, 
Tencent and Alibaba) which work under close governmental 
control. These companies are hungrier, less complacent, more 
vigorous, more eager for competition, and less constrained 
by mission statements and core values than their US or Eu-
ropean counterparts (Lee, 2018). Data protection in China is 
not up to European standards in terms of values and rights. 
China’s cybersecurity market is, to all intents and purposes, 
driven by government prerogatives (Cheung, 2018). It is do-
minated by large monopolies with links to the national secu-
rity apparatus. As a consequence, there are few firms in the 
Chinese cybersecurity marketplace. This, some have argued, 
decreases competition with negative effects upon the provi-
sion of cybersecurity (Cheung 2018). 

One advantage of China, besides the fact that tech giants are 
less constrained by regulation provided they do as told by the 
government, resides in implementation capacity. The period 
of massive AI breakthroughs is being superseded by an age 
of implementation, of applying and adapting the algorithms 
to the dull problems of everyday life (Lee, 2018). Here, China 
has the advantage in terms of both the national skillset and 
the numbers of scientists it can deploy (Lee, 2018). Another 
advantage for China is the vast amount of data, as its Inter-
net economy generates far more data than any other. Lastly, 
unhindered by data protection regulation or noticeable pu-
blic demand for privacy, data is gathered from many other 
sources, including closed circuit television.
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2. PERSPECTIVES AND 
TRENDS

2.1 Digital infrastructures

2.1.1 5G

The deployment of 5G networks is of great policy significance 
both for their potential benefits and for the challenges they 
raise. This includes not only global competition but also se-
curity concerns and because networks play an increasing role 
in the soft and hard power relations between states and re-
gions (Albrycht & Swiatkowska, 2019; ITU, 2018, 2019; NIS 
Cooperation Group, 2019). 

In the European Commission Recommendation Cyberse-
curity of 5G network [(EU) 209/534 of 26 March 2019] 5G 
networks are defined as “a set of all relevant network in-
frastructure elements for mobile and wireless communications 
technology used for connectivity and value-added services with 
advanced performance characteristics such as very high data 
rates and capacity, low latency communications, ultra-high re-
liability, or supporting a high number of connected devices. These 
may include legacy networks elements based on previous gene-
rations of mobile and wireless communications technology such 
as 4G or 3G. 5G networks should be understood to include all 
relevant parts of the network”. 

5G offers policy-makers the possibility to empower citizens 
and businesses, by transforming their cities into smart cities 
and allowing them to share in benefits delivered by a data 
driven digital economy, while at the same time providing wi-
reless operators the opportunity to move beyond providing 
connectivity services and develop new solutions and ser-

vices for consumers through wired and wireless converged 
networks with integrated network management systems 
(ITU, 2018, p. 3).  5G networks will provide virtually ubiqui-
tous, ultra-high bandwidth and low latency connectivity not 
only to individual users but also to connected objects. 

Thanks to these technical characteristics, 5G networks in 
combination with the IoT are expected to serve a wide range 
of applications and sectors, including a range of services such 
as energy, transport, banking and health, as well as industrial 
control systems. The organisation of democratic processes, 
such as elections, is also expected to rely more and more on 
digital infrastructure and 5G networks. The ITU has provided 
probably the most exhaustive graphic and textual summary 
of 5G usage scenarios (2018, summarised in diagram below): 
a) Enhanced mobile broadband (eMBB) – enhanced indoor 
and outdoor broadband, enterprise collaboration, augmented 
and virtual reality; b) Massive machine-type communications 
(mMTC) – IoT, asset tracking, smart agriculture, smart cities, 
energy monitoring, smart home, remote monitoring; c) Ul-
tra-reliable and low-latency communications (URLLC) – au-
tonomous vehicles, smart grids, remote patient monitoring 
and telehealth, industrial automation.

There are various estimates about the deployment and eco-
nomic impacts of 5G which are still not mature and conso-
lidated but provide good illustrations. The new networks 
are deemed crucial to secure the strategic autonomy of the 
Union (NIS Cooperation Group, 2019, p. 3). In March 2019 
the European Council supported a concerted approach to 
the security of 5G networks and the European Commission 
adopted the Recommendation Cybersecurity of 5G network 

Figure 4: 5G usage scenarios, source: ITU (2018, p. 7)
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( (EU) 209/534 of 26 March 2019). Earlier the Commission 
had adopted the 5G Action Plan, setting 2020 as the target 
for roll-out of commercial 5G networks (European Commis-
sion, 2016a). The plan foresaw the deployment of 5G in-
frastructures and services across the Digital Single Market 
through a mix of private and public investments. 

A more balanced view is, however, also needed for there 
are various obstacles and challenges (ITU, 2018; ITU 2019). 
Obstacles include: cybersecurity (see section 2.1.6), spec-
trum fragmentation, standards development, availability 
of devices, high CAPEX/OPEX, coverage range (the possible 
exacerbation of the digital divide already mentioned in the 
Introduction), and most importantly, the development of 
use cases that ensure profitable outcomes from the unique 
competitive advantages of 5G. Particularly noteworthy is 
the issue of high capital expenditure which generates some 
scepticism among operators supported by the 5G Infrastruc-
ture Association (5GIA), an EU-backed body, and by senior 
telecom executives cautioning against premature 5G launch 
announcements (ITU, 2018, p. XII). Last but not least, the de-
ployment of 5G must also consider, and make choices, with 
regard to the EU’s strategic position in the global competitive 
and geopolitical landscape (Albrycht & Swiatkowska, 2019, 
pp. 1-3). Critical infrastructures and, especially, military ap-
plications resting on 5G/IoT could be disrupted by intentio-
nal hostile breaches or may end up being too dependent on 
suppliers from third countries. A clear example is the govern-
ment supported expansion of Huawei, to which the US is res-
ponding with attempts to prevent this company becoming 
well positioned in 5G network construction.

2.1.2 IOT

The potential of the Internet of Things (IoT) comes from the 
combination of hardware architectures (such as sensors, 
smartphones and wearable devices along with 4G/5G and 
Bluetooth networks) and software such as “data storage plat-
forms and analytics programmes that present information to 
users” (Walport, 2014, p. 13). The IoT will have a huge impact 
on automotive, industry, retail and smart building equipment. 
The large trove of data generated by IoT connections and de-
vices will create fresh resources for growing data analytics 
and AI in Europe (Palovirta & Grassia, 2019). The opportu-
nities created by ICT are especially evident. IoT will further 
accelerate networking of individual industries and infrastruc-
ture sectors. There are many best-practice examples. 

As for the case of 5G, being an emerging and hyped tech-
nology there are various very different estimates about the 
deployment and economic impacts of IoT that are still not 
mature and consolidated. Some issues, however, require 
attention or are raising concerns. The first is cybersecurity: 
the risk of increasing the surface of attack (see more on this 
in section 2.1.6). Second, there are few business models for 
profitability (Palovirta & Grassia, 2019). Third, there are not 
yet any clear ‘winners’ for interpreting the data from devices 

or for connecting them to one another. Competing platforms 
and industrial coalitions are emerging; and there are many 
different infrastructures that will form IoT networks (Walport, 
2014, p. 16). Last but not least, the IoT “is based on the reality 
that more and more devices will be connected to each other 
via the internet, allowing data to be shared for analytic pro-
cessing in the cloud” (Feldstein, 2019, p. 23), which adds to 
the challenges of adequately protecting personal data.

2.1.3 CLOUDS

Cloud computing can be defined as “the offer, use and charge 
for IT services dynamically adapted to demand and supplied 
through a network” (BMWi, 2019, p. 5). It encompasses, 
among other things, infrastructure (e.g. processing capacity, 
storage space), platforms and software. As cloud computing 
converges with IoT and 5G, a paradigm shift will take place 
where increasing volumes of data will be generated and pro-
cessed (because of real-time needs or because of intellectual 
property protection and/or data protection) on a decentra-
lised basis. 

Interoperability is one of the key advantages of cloud compu-
ting allowing implementation of IaaS and SaaS to streamline 
how IT administrators utilise various hardware and software 
components from different vendors (Jacobs, 2019, p. 5). For 
organisations wishing to shift from having data silos to bet-
ter integrated data gathering and processing, cloud com-
puting would be an essential step towards improving time 
efficiency and data interpretation. But such a shift may not 
be possible for all EU Member States, with barriers “related 
to data availability, silos, skills, privacy frameworks and impact 
assessment tools” (Battisti et al., 2019, p. 10). More so, it is 
necessary in the first place for administrative agencies to be 
more open in their sharing of data, and so there needs “to be 
clear benefits for public administrations to share their data and 
there have been pilots that deliver value added for data holders: 
from quality checks to advanced analytics to GDPR compliance 
test”(Battisti et al., 2019, p. 13). It is worth also noting the 
tension between the technological independence of the loca-
tion of storage in cloud computing on the one hand, and na-
tional regulations on storage locations and data ownership 
on the other hand (e.g. in health data).

The centralisation of data storage and processing in the 
cloud at affordable costs means that the benefits from the 
data economy can be multiplied enabling AI and other appli-
cations in healthcare, in the targeted distribution of scarce 
goods, and through greater resource efficiency. This can 
generate productivity growth, process optimisation, or in-
novations in the form of new products and services. Linking 
up and analysing various data sources opens up additional 
value creation opportunities, notably thanks to the methods 
and processes of AI. This development explains why the ra-
pidly-scaling cloud offerings have emerged from the market 
of large web providers.
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A concern for Europe, given implications in terms of data pro-
tection and security and of potential economic impact, is that 
in the cloud market non-EU cloud infrastructure providers 
currently account for about 80 percent of the global mar-
ket (Palovirta & Grassia, 2019). This is also underscored in 
the German document on GAIA-X stressing that “the existing 
cloud offerings are dominated by non-European providers with 
significant market power and rapidly upscaling cloud infrastruc-
tures. European alternatives do not offer comparable market 
capitalisation, scalability or breadth of applications; they are ac-
tive in specialist niches at best” (BMWi, 2019, p. 5). Hence, the 
justification for the launching of Gaia-X as a way to achieve 
strategic digital autonomy and reduce external dependency.

2.1.4 PLATFORMS

As seen, the growth of platforms has led to worries of data 
abuse, privacy violation and proper distribution of profit ge-
nerated by data (Lee et al., 2017). Data governance within 
platforms, where there are multiple parties contributing, de-
riving and using data, complicates ownership, access, usage 
and profit-sharing of collected and derived data. These com-
plexities lead to a larger attack surface and decrease of trust. 
For a detailed analysis of platforms and the consequences 
for data flows, see Annex 4.3. 

According to Gawer (2009), certain types of platforms 
can function as the building blocks upon which an array of 
firms can develop complementary products, technologies 
or services to innovate. A distinction between intermedia-
tion-driven and innovation-driven platforms can be derived 
from the previous EIT Digital study (2019, pp. 7-8). In that 
report the following three types were identified:

• Transaction platforms facilitate exchange or transactions 
between different users, buyers, or suppliers. Typical exa-
mples are Uber, Airbnb, eBay, and also digital labour mar-
kets matching employers and workers (i.e. Upwork, Amazon 
Mechanical Turk, TaskRabbit).

• Innovation platforms facilitate players loosely organised 
into an innovative ecosystem to develop complementary 
technologies and products or services.  

• Integrated platforms facilitate both transactions and the 
emergence of an innovation ecosystem. The typical example 
is Apple, which has both matching platforms like the App 
Store and a large third-party developer ecosystem that sup-
ports content creation on the platform. Other examples are 
Google, Facebook, Amazon, and Alibaba.

We can conclude that some of the players included in the 
integrated type qualify as platforms intermediating abstract 
services. On the other hand, none of the dominant platforms 
qualify as truly open innovation-driven ecosystems. This lat-
ter type includes small and emerging ecosystems such as the 
Ocean Protocol Foundation new platform and SOLID. Large 

intermediation platforms, however, almost monopolise ac-
cess to data, as we show in the Annex. This leads us to the 
implications of a data-driven economy for the long-term 
economic development of countries.

The US and China dominate the data-rich intermediation 
layer, whereas France and the UK show up mostly in the pro-
duction layer. The Top 25 platforms attract most of the visits 
and, most likely, most of the data. They are thus major eco-
nomic powers. Lastly, US platforms receive traffic and data 
from most countries, whereas other countries struggle to 
keep traffic domestically. Only 22% of the national traffic in 
France is on national platforms. Overall, most traffic goes to 
US sites, about a third to national sites, and a tiny portion to 
sites of third countries (see Figure 21, Figure 22, and Figure 
23 in Annex, Section 4.3).

Looking at these numbers, one may ask the questions: Do 
data flow imbalances make a difference in national economic 
trajectories? If a country exports more data than it imports 
(or the opposite), should anyone care? Does it matter what 
lies inside those exports and imports—for example, ‘raw’ 
unprocessed data as compared to sophisticated high-value-
added data products? (Weber, 2017, p. 338). In Annex 4.3 
we present some examples. During the period 1945-1982, 
when the Import Substitution Strategy dominated the theory 
of economic development, the answer would have been that 
it made a difference, since exporting raw materials and im-
porting finished products was considered as the path to eco-
nomic decline. In the period 1982-2002 of the Washington 
Consensus the spread of ICT and reduction in transportation 
pushed to unbundle supply chains, move pieces behind bor-
ders and organise the pieces. Since 2007-2008 the idea that 
it made a difference went to the background, as global flows 
of all kinds, except data, have decreased and is not back to 
pre-crisis level). 

In the context of the new data economy there are two argu-
ments for making the case that the question above does not 
matter. First, that of the absolute gains from data flows clai-
ming that what matters is being part of such flow. The McKin-
sey Global Institute (MGI) has put forward a very clear articu-
lation of this position, arguing that directionality and content 
is irrelevant because data flows “circulate ideas, research, 
technologies, talent, and best practices around the world.”(MGI, 
2016). The second, supported by Silicon Valley, claims that 
‘open is best’, which has been put forward vociferously whe-
never the EU has introduced or attempted to introduce regu-
lation of platforms affecting US tech giants (Kennedy, 2015) 
or introduce the digital services tax (ITIF, 2019, p. 3). A third 
position, however, is what Weber calls ‘data nationalism’ as 
a sort of reflexive response and consists in trying to have 
their own data value-add companies ‘at home’ and to stop 
the new oil to flow abroad for the extraction of surplus (i.e., 
through data localisation laws or provisions within law). We-
ber does not embrace data nationalism, yet he argues that 
a sort of new digital import substitution strategy is possibly 
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the only alternative for a mid-sized country that is currently 
in a peripheric position (i.e. exporting raw data and importing 
data-driven finished products and services). The options for 
a mid-size country (and may be for the EU as a whole) are 
the following:

(1) Join the predominant global value chain led by American 
platforms and seek to maximise leverage and growth pros-
pects within it to catch up.

(2) Join a competing value chain, like Chinese intermediation 
platform businesses and try to do the same.

(3) Combine (1) and (2).

(4) Insulate or disconnect to a meaningful degree from those 
value chains, and work to create an independent data value 
chain within the country or perhaps regionally within the Eu-
ropean Union.

The first three strategic options are really variants on one 
big choice: does joining existing global data value chains 
point toward an economic and technologically advantageous 
future? Analysis (see Annex 4.3) suggests a healthy dose 
of scepticism about that prospect. The catch-up argument 
would in principle depend on the EU climbing a development 
ladder that starts with outsourced lower-value-added tasks 
in the data economy and climbing it at a faster rate than the 
leading economies climb from their (higher) starting position. 
Hence, a New Import Substitution Industrialisation in the di-
gital economy may be the only viable position. 

Aside from whether or not one agrees with this position, the 
analysis is a warning on the dangers that European countries 
become only fields for the extraction of data (the new crude 
oil) by foreign intermediation platforms. The more data US 
firms absorb, the faster the improvement in the algorithms 
that transform raw materials into value-add data products. 

The better the data products, the higher the penetration of 
those products into markets around the world. And since 
data products generate more data than they use, the greater 
the data imbalance would become over time.

2.1.5 ARTIFICIAL INTELLIGENCE

To delimit and define how we consider AI below we refer to a 
discussion on the importance of having a definition of AI be-
fore introducing regulation. As suggested by Buiten (2019), to 
avoid circular definitions we limit our analysis to AI underlying 
technology: machine-learning algorithms. Algorithms are 
instructions given to computers to follow and implement, in 
tasks such as ordering possible choices (prioritisation), cate-
gorising items (classification), finding links between items 
(association) and removing irrelevant information (filtering), 
or a combination of these. Machine Learning (ML) algorithms 
are more sophisticated as they learn from data. ML is used 
extensively for a variety of tasks including web search, spam 
filters, recommender systems, ad placement, credit scoring, 
fraud detection, stock trading, drug design, and many others 
(Domingos, 2012). Further advancements have led to the use 
of deep learning using artificial neural networks that can be 
applied to a wider typology of data (i.e., voice). The more trai-
ning data the neural network processes, the more accurately 
the neural network can begin to process new, unseen inputs 
and successfully return the right results (Hof, 2013).

AI has allowed for remarkable improvements in numerous 
fields. But serious concerns have been raised about accoun-
tability, fairness, bias, autonomy and due process of AI sys-
tems. The roots of biases in ML and deep learning are in data, 
testing, and decision models used and their analysis debunks 
some myths. It is not true that big data ensures validity and 
accuracy; also the quality of data matters (Domingos, 2012). 
If key data is withheld by design or chance, the algorithm’s 
performance might become very poor (Olhede & Wolfe, 

Figure 5: AI surveillance - country adoption and leading suppliers, source: AI Global Surveillance Index (AIGS) reported in Feldstein (2019, p. 9)

% countries by region adopting AI surveillance Leading companies contributing to AI surveillance
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Figure 6: AI surveillance technology origin, source: AI Global Surveillance Index (AIGS) reported in Feldstein (2019, p. 1)

2017). The often-used implicit assumption that once we col-
lect enough data, algorithms will not be biased, is not justi-
fied (Barocas & Selbst, 2016). Equally worrying, an increasing 
number of states are “deploying advanced AI surveillance tools 
to monitor, track, and control citizens to accomplish a range of 
policy objectives” (Feldstein, 2019, p.1). Chinese companies 
Huawei, Hikvision, Dahua and ZTE “supply AI surveillance tech-
nology in sixty-three countries, thirty-six of which have signed 
onto China’s Belt and Road Initiative (BRI)” (ibid.), while US firms 
such as IBM, Palantir and Cisco supply around thirty-two 
countries (Feldstein, 2019). And “liberal democracies in Europe 
are also racing ahead to install automated border controls, pre-
dictive policing, safe cities, and facial recognition systems” with 
many “safe city surveillance case studies posted on Huawei’s 
website relate to municipalities in Germany, Italy, the Nether-
lands and Spain”(Feldstein, 2019, p. 8 ). The distribution of 
these surveillance technologies is shown in Figures 5 and 6. 

A typical take in the media coverage on the issue of regula-
ting AI is that it is either impossible (Spencer, 2019) or not 
a good choice (Carmeron, 2019). The impossibility argument 
is the lack of enough knowledge by the regulators and that, 
ironically, “Artificial Intelligence regulation may be impossible to 
achieve without better AI” (Spencer, 2019). The arguments for 
not regulating are the typical concerns about stifling innova-
tion, global competition (i.e. China will do it anyway and will 
overcome us), uneducated regulators, and the mantra “we 
have never regulated science” (Cameron, 2019).

In an article published by the New York Times three gene-
ral rules on how to regulate AI are presented: a) AI systems 
must be subject to the full gamut of laws that apply to its 
human operator. This rule would cover private, corporate and 
government systems; b) AI systems must clearly disclose 

that they are not human; c) AI systems system cannot retain 
or disclose confidential information without explicit approval 
from the source of that information (Etzioni, 2017).

Both in the US and in Europe some initiatives on AI regulation 
have occurred. The 2016 White House report on AI suggests 
that many of the ethical issues related to AI can be addressed 
through increasing transparency (Executive Office of the Pre-
sident, 2016). Attempts are being made by regulators in the 
US to improve the transparency and accountability. For ins-
tance the Algorithmic Accountability Act that aims to direct 
the Federal Trade Commission (FTC) with creating detailed 
policies to ensure oversight for automated decision-making 
systems (Teich, 2019). Such oversight is meant to take the 
form of “Impact assessments where the data and methodolo-
gy for training algorithms are documented” (Teich, 2019). The 
European Parliament in its 2016 report on AI notes that “it 
should always be possible to supply the rationale behind any 
decision taken with the aid of AI that can have a substantive 
impact on one or more persons’ lives and “to reduce the AI sys-
tem’s computations to a form comprehensible by humans”. The 
main focus of the EU guidelines on AI development are set 
out in a 2018 Communication (European Commission, 2018) 
and summarised in a European Parliament briefing document 
(European Parliament, 2019c). The EU aims to ensure a hu-
man-centric approach that is respectful of European values 
and principles so as to build a trustworthy framework where 
AI systems are lawful, ethical and robust. A supplement to 
the European human rights approach is the data perspective 
advanced by the German Data Ethics Committee (DEK) that 
focuses on the origin and potential impact that data gathe-
ring and processing “may have on certain parties who are invol-
ved with the data, such as by being the data subject, as well as 
on society at large” (DEK, 2019, p. 8). 
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Finally, the General Data Protection Regulation (GDPR) lays 
down a right for a data subject to receive meaningful infor-
mation about the logic involved if not only information is 
collected about them, but also profiling takes place (Arts 12, 
14 and 22). In particular Article 22 about the right to an ex-
planation of a decision taken by an algorithm has spurred a 
debate on the possibility to introduce a legal requirement of 
algorithm transparency (Buiten, 2019; Goodman & Flaxman, 
2017; Wachter et al., 2018). Article 22 may prohibit a large 
range of algorithms currently in use such as recommendation 
systems, credit and insurance risk assessments, computa-
tional advertising, and social networks. Biases in algorithms 
producing discrimination, however represent a clear concern, 
since the right to non-discrimination is deeply embedded in 
the normative framework that underlies the EU, and can be 
found in Article 21 of the Charter of Fundamental Rights of 
the European Union, Article 14 of the European Convention 
on Human Rights, and in Articles 18-25 of the Treaty on the 
Functioning of the European Union. 

The use of algorithmic profiling for the allocation of re-
sources is, in a certain sense, inherently discriminatory. On 
the other hand, according to Wachter et al. (2018, pp. 842-
843) opening the black box to ensure the right to explanation 
faces four barriers: a) the GDPR does not contain a legally 
binding right to explanation; b) it would apply only when a 
decision is entirely automated and produces legal or other 
significant effects; c) explaining how algorithms work and 
go wrong is technically very challenging ; d) data controllers 
will be reluctant to share details of their algorithms to avoid 
disclosing trade secrets, violating the rights and freedoms of 
others (e.g. privacy), and allowing data subjects to game or 
manipulate the decision-making system. These difficulties, 
however, do not detract from the importance in terms of 
social and ethical value of offering explanations to affected 
data subjects, and the authors propose as an alternative the 
use of a counterfactual explanation (Wachter et al., 2018, pp. 
843-844)56.

2.1.6 CYBERSECURITY

“Cybersecurity and digitalisation are two sides of the same coin. 
This is why cybersecurity is a top priority. For the competitive-
ness of European companies, we have to have stringent security 
requirements and a unified European approach. We have to share 
our knowledge of the dangers. We need a common platform.” 
(Von der Leyen, European Commission President).

The rise of cybersecurity threats can be attributed to the ex-
pansion of the attack surface determined by nearly universal 
ICT usage and the take-off of IoT (In Annex 4.4 we provide 
selective evidence on the increase globally of cybersecurity 
breaches, their costs, and especially how they hinder the full 
development of the data economy as well as further details 
on regulation). In general, we observe an oxymoron with 
respect to cybersecurity. Everyone knows about rising rates 

of cybercrime even from the daily news. All companies han-
dle sensitive information in their ICTs which can be a target 
of a cyberattack. Yet, cybercrime incidents do not seem to 
decrease, which implies that not enough is being done. The 
explanation of this situation can be found in the behavioural 
bias and information asymmetry described in Section 2.1, 
and to fragmentation in the regulatory approaches both wit-
hin and beyond the EU.

The major critical issue in the global cybersecurity landscape 
is the lack of a global cybersecurity viewpoint shared by all 
nations (much like the United Nations attempts to set com-
mon welfare and social standards across the globe) and a 
global cyberattack resilience strategy57.

We see specific security issues concerning 5G, IoT, critical 
infrastructures, and AI. 

The main security issues of 5G are: First, the value chain of 5G 
includes many stakeholders which is one important source of 
security risks. Mobile network operators will play a key role, 
but many other players enter into the picture. Second, re-
lated to the previous source, new technical features (a move 
to software and virtualisation through ‘Software Defined 
Networks (SDN) and Network Functions Virtualisation (NFV) 
technologies; ‘Network slicing’; Mobile Edge Computing) 
bring new security challenges, increasing the complexity of 
the supply chain. Third, functions currently performed phy-
sically and logically separated will move closer to the edge 
of the network. If not managed properly, these new features 
are expected to increase the overall attack surface and the 
number of potential entry points for attackers. 

With IoT there is danger implicit in increasing interconnecte-
dness of hardware and software utilised by businesses and 
governments in their adoption of IoT technologies and appli-
cations (Walport, 2014, p. 20). As the value of the IoT is the 
data extractable from its functions, any security weaknesses 
that are exploited can be economically and personally costly 
(i.e. in terms of loss of important assets or infringement of 
privacy). The new risks of IoT apply in particular to consumer 
IoT, as it can involve ‘non-technical’ or ‘uninterested’ consu-
mers, who connect an increasingly wide variety of devices 
to their home networks58. It also relates to the fact that va-
rious sectors and industries heavily depend on ICT compo-
nents and on interdependence between current and future 
infrastructures (e.g. in smart cities environments, connected 
cars, energy smart grids). 

As summarised by the European Parliament (European Par-
liament, 2019a), there is a specific need to focus security ef-
forts on critical infrastructure. Energy and other utilities are 
increasingly controlled and monitored by networked indus-
trial control systems. The electricity grids are being transfor-
med into smart grids, in which more and more control func-
tions are automated. This is expected to grow with the full 
deployment of 5G and IoT, which as seen also potentially in-
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crease the risks59. The European Commission has developed 
various activities on critical infrastructures since 2006 (see 
Annex 4.2). 

Finally, there are also cybersecurity implications for AI as it 
plays a role in risk management of cybersecurity (Timmers, 
2019a). What are the ethical challenges in cybersecurity risk 
management, notably when making use of AI? Extensive 
monitoring and pervasive risk-prevention with the help of 
AI can be highly intrusive and coercive for people, whether 
employees or citizens. AI can also be so powerful that people 
feel that their sense of being in control is taken away. They 
may get a false sense of security too. Deep-learning AI is, as 
of today, not transparent in how it reaches a decision from so 
many data points, yet an operator may blindly trust that de-
cision. AI can also incite freeriding, as it is tempting to offload 
responsibility onto ‘the system’. We are therefore confronted 
with a plethora of ethical issues when combining AI and cy-
bersecurity in a risk management approach to strategic au-
tonomy. They include erosion of individual autonomy, unfair 
allocation of liability, the fallacy of human-in-the-loop, the 
contestable ethics of mass surveillance and of trading off in-
dividual casualties versus collective protection.

Cybersecurity markets vary from monopolistic to competi-
tive and fragmented structures. In China, the cybersecurity 
market is dominated by large monopolies with links to the 
national security apparatus (Cheung 2018). In Japan the role 
of the Ministry of Economy, Trade, and Industry (METI), as 
well as a long-established practice of top-down policyma-
king have contributed to the slow speed of growth in the cy-
bersecurity sector (Bartlett, 2018). In the United States there 
is a plethora of companies marketing their cybersecurity 
programmes (Aggarwal and Reddie 2018b). In Europe mar-
kets are fragmented between a few large players and seve-
ral small firms (Carr & Tanczer, 2018; D’Elia, 2018; Griffith, 
2018; Timmers, 2018). Such structures are to a large extent 
shaped by the fact that national governments intervene on 
the basis of national security concerns. This is documented 
for the US (Aggarwal and Reddie 2018b), China (Cheung 
2018), Finland (Griffith, 2018), France (D’Elia, 2018), and for 
EU as a whole (Timmers, 2018). In this respect, Timmers 
notes that, in many European countries, cybersecurity sup-
pliers developed through a close relationship to military and 
government buyers. The downside is a degree of national 
institutional dependency: “Historically, industrial development 
in this area has been stimulated by governmental procurement 
and some highly innovative European companies in this sector 
are still largely dependent on this in their home country. A side 
effect of this situation is limited willingness for cross-border pro-
curement, which is a barrier to the development of a common cy-
bersecurity market”(European Commission, 2016b). Both the 
United States and Europe are experiencing shortage of pro-
grammers and computer scientists working on cybersecurity 
issues (Aggarwal & Reddie, 2018b; Carr & Tanczer, 2018; 
Timmers, 2018), and in Europe there is also a lack of capital 
to fund innovation and market growth (Timmers, 2018).

The EU cybersecurity policy has been developed in response 
to three drivers: preserving the internal market, comba-
ting terrorism, and playing a global role (Timmers, 2018). 
It started in 2013 when a fully-fledged EU Cybersecurity 
Strategy was launched, and a landmark EU cybersecurity 
law focused on economic resilience was proposed: Network 
and Information Security Directive (NIS Directive)60. In 2016 
an EU private-public partnership on cyber security increased 
investment in research and innovation. Driven by the rapid 
rise of cyber incidents, this can be characterised as a step 
towards a comprehensive and integrated EU cybersecu-
rity policy. Currently, we are in a phase which started in 
September 2017 with an ambitious renewal of the overall 
strategy and several important legislative proposals. These 
include the EU Cybersecurity Act which introduces EU-wide 
IT security certification and an extended mandate for the 
cybersecurity agency ENISA, legislation for a common ap-
proach to scrutiny of foreign direct investment including for 
cybersecurity concerns, and legislation for strengthening EU 
cybersecurity competence. An EU meeting of all Heads of 
State also discussed cybersecurity. 

This third phase can be characterised by cybersecurity be-
coming a top political priority. The most recent EU industrial 
policy argues that industry should become more adaptable, 
innovative and open to digitisation in order to be globally 
competitive. EU cybersecurity industrial policy is thus fir-
mly embedded in general EU industrial policy. The success 
or failures of industrial policies and of other types of poli-
cies depend on many factors in the design or implementa-
tion, including the possibly unforeseen strategic behaviours 
of the actors subjected to the policy. An interesting case is 
that of breach notification laws aimed at market modifi-
cation in the direction of incentivising firms to invest more 
in cybersecurity in order to avoid having to publicly report 
about the breaches. A quasi-experimental empirical study 
of the effects of California’s law (introduced in 2002) found 
that while data breach notification laws have received consi-
derable attention in recent years, their impact on firms’ in-
vestment in web server security appears modest (Murcia-
no-Goroff, 2018)61. Yet, the Californian law did not include 
heavy fines. A theoretical principal/agent model shows that 
breach notification laws can produce social benefit (enough 
cybersecurity investments by firms to have positive overspill 
on economy and society) only if the fines foreseen are large 
enough (Laube & Bohme, 2016)62. This would suggest that 
the European GDPR and NIS Directive, both of which include 
sizeable fines, may be more effective than laws adopted by 
states in the US.
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2.2 Data protection

2.2.1 INTRODUCTORY OVERVIEW AND KEY 
CONCEPTS AND DIMENSIONS OF ANALYSIS

As of today, 107 countries (of which 66 are developing or 
transition economies) have established regulations for pro-
tecting people’s data and their privacy. Notably, Asia and 
Africa demonstrate similar data regulation adoption, with 
less than 40 per cent of their countries having a relevant le-
gislation63. 

Globally, there is an increasing growth in data protection 
laws, many of which have been modelled on comprehen-
sive guidelines or regulation such as the EU GDPR, or the 
OECD Guidelines on the Protection of Privacy and Transbor-
der Flows of Personal Data. As mentioned earlier, according 
to UNCTAD Data Protection Tracker 4, over 100 countries 
around the world now have data protection laws in place. In 
Figure 7 is a summary of which countries across the globe 
have full or draft data protection legislation in place, based on 
this tracker. The regulatory landscape on data protection is 
presented in Annex (Section 4.2); below we discuss the area 
of data governance which is directly affected by regulation 
on data protection. We adopt a more analytical perspective 
with, however, several references to the current situation 
and also to possible alternatives. We come back to regulation 
with some general considerations at the end of this section.

2.2.2 DATA GOVERNANCE AND 
DECENTRALISATION

Governance involves the allocation of authority to certain 
parties empowering them to make decisions and influence 
behaviour64. When it comes to data governance, the power 
and the decision-making involves data resources. The main 
objective of data governance is to put in place roles and pro-
cesses to ensure that the data assets of an organisation can 
be effectively used by the organisation to fulfil its mission; 
this involves policies and standards, as well as monitoring 
mechanisms. Consequently, data governance policies are 
informed by regulatory frameworks such as the GDPR. The 
power to shape, apply and safeguard policies rests with or-
ganisations, individuals and the people or systems that act 
as their agents. Data governance policies can dictate who 
has access to what data, how such data can be used by which 
party, whether data can cross systems or borders, how data 
quality is established, what processes are in place to ensure 
data integrity, what happens when there is a data access 
breach or when data quality is compromised.

Bishop (2017) points out that data governance in Europe 
faces a number of challenges. Concerning data protection, 
the following issues are highlighted. Firstly, the definitions of 
private and privacy are ambiguous (Bishop, 2017, p. 4). This 

ambiguity is also present in defining whether social media 
platforms are public or private, especially as users may be-
lieve that social media platforms are private from reading 
user agreements, but this is not always the case. More so, 
the data costs and analytical complexity driving collaboration 
between makers in public and private organisations is blur-
ring the distinction between public and private use of data. 
This blurring of distinction between public and private use, 
affects how data science classifies their research – if they 
infringe on the privacy of data subjects then this is a hu-
man rights matter, but if privacy is not infringed then their 
research may be exempted and not be classified as human 
subjects research.

In the global data ecosystem, a related question that also 
arises is who has the authority to make, monitor and enforce 
data governance policy, especially when it comes to data 
protection. In centralised systems there is a single party (or-
ganisation or individual) on whom this authority rests, while 
in decentralised systems authority can rest on different par-
ties. Decentralisation introduces benefits in terms of scala-
bility but also requires mechanisms of establishing trust and 
harmonisation between the decisions that different parties 
make; computer intermediation can help address some of 
those issues. One can argue that fully decentralised sys-
tems, on all grounds, are often as impossible as fully cen-
tralised ones. In most cases, decentralisation proposals have 
focused, as a first step, on: a) data container ownership and 
access control; and b) identity management. The next few 
paragraphs deal with these two dimensions of analysis, wi-
thout considering the GDPR, the latter is discussed together 
with other aspects in Section 2.2.6.

2.2.3 DATA OWNERSHIP AND ACCESS 
CONTROL

In terms of container ownership and access control, in a cen-
tralised approach data can be stored in a database owned 
and/or controlled by a single party; even if data can be distri-
buted over clusters of computers, the data stores are owned 
and controlled by that party. In the case of data ecosystems 
such as that of Facebook, access to some of the data can be 
provided to third parties (application developers). Users have 
some moderate control over their own data on such plat-
forms depending on company policy and regulation. From a 
data governance viewpoint, even partial rendering of control 
to the users or to third parties (with users’ consent) is an act 
of decentralisation. Nevertheless, in mainly centralised data 
ecosystems it is not clear (i) whether the maximum poten-
tial of innovation has been exploited; and (ii) how equitable is 
access of third parties to such data ecosystems (with users’ 
consent). These questions are particularly important for Eu-
rope given that most of those ecosystems are owned and 
controlled by companies in the US or China65.

On the other hand, an example of decentralised data go-
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Figure 7: Data Protection and Privacy Legislation Worldwide, source: UNCTAD (2019)

vernance in terms of access control is that proposed and 
implemented in the SOLID66 framework, created by Tim 
Berners-Lee, the inventor of the World Wide Web. The first 
principle of SOLID is the separation between application lo-
gic and data; i.e. application logic and data stores (containers) 
can be owned and controlled by different parties. In SOLID 
environments a user can own and control their own personal 
data store (or POD for short), while application developers 
can add value to those data with the consent of the perso-
nal data store owners (the users). Sections 2.1.3 and 2.1.5 
address the potential of AI over data stored collectively on 
the cloud, which presents a possible tension between decen-
tralised data storage and the innovation that AI can bring on 
centrally-stored data. Nevertheless, PODs can be collectively 
stored on POD Servers on cloud infrastructures, which can 
partly address this tension if a large number of users autho-
rise a third party with access to their cloud-stored PODs. 

One other issue in this form of decentralised data governance 
is the need for a framework to establish trust between par-
ties so that they can agree to provide each other with access 
to their data containers. It has been argued that technology 
solutions like Blockchain could address some of those issues 
to some extent67 but there are concerns (and proposed solu-
tions) to the scalability (James-Lubin, 2015) and to the ener-
gy requirements of some forms of blockchain (Orcutt, 2017).

2.2.4 DATA OWNERSHIP AND ACCESS 
CONTROL

Another fundamental aspect of data governance is that of 
identity management for individuals, organisations and re-
sources involved. Identity is key to putting access control 
policies in place, for identifying data assets and where they 
are stored, and for establishing trust between parties. In a 

centralised identity management system, a single party has 
the authority to serve as the root of trust for identifiers, ve-
rifying that a party in possession of that identifier is who they 
claim to be68. Trust management systems can also control 
the allocation and management of identifiers. In enterprise 
systems, Identity Management or Identity Access Manage-
ment (IAM) is part of the data management frameworks and 
the authority to assign identifiers rests with the enterprise. 
Enterprise systems by companies such as IBM include IAM 
components. Cloud platforms, like Amazon Web Services69 
and Microsoft Azure70, provide support for IAM functionality 
to their customer enterprises, which is often called ID-as-a-
Service (IDaaS). Across enterprises, on the macro scale of the 
Internet, identifiers involve domain names that are assigned 
and verified using a hierarchical structure, the top level of 
which is centrally managed by ICANN, while the lower levels 
are managed by different organisations, businesses and indi-
viduals. When it comes to online interactions on the Internet, 
concerns over centralised identity management systems in-
clude:

1. Individuals rely on a central authority to assign and verify 
their identity online.

2. Individuals rely on a central authority to keep safe their 
personal information that is used to verify their identity.

3. A central authority can monitor the online transactions of 
an individual based on the identity verification requests that 
it receives for that individual.

Such concerns have led to proposals for self-sovereign iden-
tity (SSI) and standardisation by the Decentralised Identity 
Foundation (see Annex 4.2.4).
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2.2.5 DATA PROCESSING

Alongside a more stringent policy framework, taking stock of 
data architectures and their economic value is also necessa-
ry. A collection of relevant data storing, and processing tech-
nologies, platforms and marketplaces would be very large. 
‘Big data’ technologies established the feasibility of storing 
and processing data on a large scale and concerned prima-
rily systems with centralised data governance. The various 
data-collecting and processing platforms, as described in 
Section 2.1.5, were developed with the aim to process large, 
centrally collected and controlled datasets. However, the 
data economy is also showing potential to develop towar-
ds decentralised data ecosystems, given increased calls for 
data protection regulation and the affordances of emergent 
frameworks outlined above. Frameworks like SOLID and 
platforms such as HATDEX71 provide solutions for application 
deployment on decentralised data stores. Such frameworks 
show a trend towards systems that can develop and leve-
rage the ‘long-tail’ of data assets, which are not collected and 
managed by big corporations. This could present a significant 
opportunity for European businesses.

2.2.6 FINAL CONSIDERATION ON GDPR 
AND BEYOND

In the domain of data protection, the GDPR is being very in-
fluential and continues to be highly debated, but it remains a 
first step72; advocates of decentralised models and subject 
sovereignty call for more as in the Declaration of digital inde-
pendence by co-founder of Wikipedia Larry Sander73; others 
criticise it as either unfeasible or as potentially stifling inno-
vation and further exacerbating the problem of fragmented 
data markets in Europe because of its rigid regulation of 
data sharing (The Economist, 2018b). From both legal and 
technical perspectives, the right to withdraw consent, the 
right to be forgotten, and the right to explanation remain 
controversial both in terms of their feasibility and their po-
tential disruption of existing practices and business models 
(Buiten, 2019; Goodman & Flaxman, 2017; Li et al., 2019; 
Politou et al., 2018; Wachter et al., 2018). For instance, the 
right of be forgotten – if implemented – affects the value 
of already-stored data and would impose quite a burden on 
controllers who need to inform a vast number of third parties 
“when a data subject has requested the erasure of previously 
published personal data relating to them” (Politou et al., 2018, 
p. 12). Articles 13 and 22 requiring that in some cases algo-
rithmic decisions are reviewed and explained may increase 
labour costs, thus affecting the development of AI possibly 
increasing its costs and reducing the application scope (Li et 
al., 2019, pp. 3-4). As seen earlier, the applicability of Article 
22 is technically daunting (Buiten, 2019; Goodman & Flax-
man, 2017; Wachter et al., 2018), and counterfactual expla-
nation has been proposed as a more pragmatic alternative, 
performing the same function without opening the black box 
(Wachter et al., 2018).

We highlighted some of the potential problems with the 
GDPR. But some of these may require more action. Counte-
ring the typical argument that regulation is the mortal enemy 
of innovation, it is clear that with no regulation the fact that 
data stored on central repositories are owned and controlled 
by a few companies limits the innovation potential of data, 
since fewer AI innovators have access to the trove of data 
needed to train their algorithms. Emerging evidence on the 
effect of decentralised systems points to two aspects. First, 
decentralisation can favour reaping the benefits of the long 
tail of more specific and sectorial data not yet monopolised 
by tech giants. Second, these experiences are leading to in-
creasing demand that individuals keep in control of access 
to their data. This suggests that, if available, individuals may 
start storing their data securely in personal data store plat-
forms or infrastructures; this may also enable them to re-
ceive services on the data that they themselves download: 
following regulatory and corporate policy developments, 
Europeans can download their data from big platforms but 
there is no support for further value to be added to it. It is pos-
sible, in accordance with existing regulation and the GDPR, 
to promote the development of technologies/platforms that 
enable users to share their data with entrepreneurs who can 
provide innovative value-added services.

2.3 Critical issues

A number of critical aspects anticipated in the Introduction 
have emerged more clearly in the previous sections. Some 
are specific to the digital infrastructures reviewed in Section 
2.2, whereas others are more general and actually show how 
our two dimensions of analysis (digital infrastructures and 
data protection) overlap and are not fully orthogonal. We 
start from the specific issues (following the order used in 
Section 2.2) to move to the more general ones. 

The challenges specific to 5G networks have been discussed 
in 2.1.1 and 2.1.5. They include: potential high capital invest-
ments needed; lack of clear use cases; models of profitability; 
the risk of new forms of the digital divide; and more technical 
obstacles related to spectrum fragmentation, standards de-
velopment, coverage range and availability of devices. Most 
importantly, however, 5G networks raise potentially new 
security and eventually (after full deployment) data protec-
tion challenges; this may be aggravated when 5G is used in 
combination with IoT. In the case of the latter, the critical as-
pects are similar to 5G for what concerns security and data 
protections issues and, while capital investment is less of an 
obstacle, lack of standards and of business models is. Cloud 
computing also presents challenges when fully integrated 
seamlessly with 5G and IoT (and considering use of AI algo-
rithms). With full deployment of 5G and IoT a paradigm shift 
can be envisioned with Edge Cloud computing (BMWi, 2019, 
pp. 5-6). This is a decentralised data architecture principle 
enabling data processing not only in the cloud but also where 
it is generated. The IoT will generate an increasing and poten-
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tially huge amount of data on a decentralised fashion (with 
sensors or wearable devices). In some cases, real-time pro-
cessing where a few milliseconds of reaction time (latencies) 
will be possible with 5G and Edge Cloud computing. Decen-
tralised processing may also be needed for a matter of com-
plying with intellectual property and/or data protection. So, 
future cloud developments could contribute in combination 
with 5G and IoT to exacerbate security and data protection 
challenges, given the huge amount of new data that could 
be processed both in centralised and decentralised fashion.

For AI algorithms one of the key challenges is how to address 
their potential biases and their discriminatory effects. Issues 
of accountability and auditability of AI software in producing 
biased or inaccurate results have been raised (Knight, 2017); 
the quality of data feeding those algorithms has consequent-
ly been questioned, not so much on ‘data are right’ grounds 
but on grounds of bias and scope (Redman, 2017). Also im-
portant is the widespread adoption of AI surveillance tools 
and the role AI plays in cybersecurity. There are other broader 
issues for AI algorithms, but these are part of the discussion 
of more general challenges. 

Aside from very specific issues, the many platform and 
network infrastructures, especially in a scenario of full in-
tegration and convergence, point to broader data protection 
and security challenges as well as implications for Europe’s 
strategic digital autonomy.

The data economy thrives on personal or sensitive data, and 
this is a major source of concern. In addition, there are those 
data Zuboff (2019) calls ‘behavioural surplus’ that users 
do not even realise are collected about them. In particular, 
“loss of control over personal information creates a variety 
of near-term and longer-term risks that are difficult for in-
dividuals to understand - and, importantly for antitrust pur-
poses, therefore impossible for them to value” (Cohen, 2019, 
p. 175). Though legally behavioural data may not be defined 
as sensitive or personal (but article 3 of the GDPR goes into 
the direction of expanding the definition of what is personal 
data), it enables companies to ‘hyper-nudge’ consumers. Of-
ten the methods of obtaining user consent have been arcane 
and the ethics of processing and use of personal data have 
been questioned on various grounds (Bishop, 2017). The 
online marketing practices based on big data analytics have 
been defined by Yeung as ‘hyper-nudges’ that guide decision 
and in practice reduce the autonomous decisions of consu-
mers (Yeung, 2017). 

How industry is harnessing big data to transform personal 
digital data into economic value, has been described by one 
leading cyberlawyer as the latest form of ‘bioprospecting’ 
(Cohen, 2012, 2015). Concerns over feedback loops based 
on surveillance of online users have also emerged (Zuboff, 
2019). The Silicon Valley rhetoric of the Open Internet has 
it that privacy may be a good that most people are willing 
to trade away and that a tort-based approach would suffice. 

Yet, behavioural scholars have amply documented that the 
‘notice and consent’ is a fiction since individuals face insupe-
rable challenges to truly give an informed consent (Acquisti 
et al., 2015); most people neither read nor understand online 
privacy policy and, if they read all those encountered, they 
would spend 244 hours per year or 76 days per year at an 
opportunity cost that is worth billions (McDonald & Cranor, 
2008). Struggling to manage their privacy relations with the 
hundreds of digital service providers that they interact with 
online, users find it difficult, if not impossible, to assess the 
risk of harm in a series of isolated transactions given that 
many privacy harms are cumulative in nature (Solove, 2013, 
pp. 1890-1891). It is a domain riddled by complexity, resul-
ting in information asymmetry exacerbated by bounded ra-
tionality and behavioural choices. As shown in Section 2.1, 
users as individuals are aware and concerned, but still are not 
always capable of making the best decisions. One conclusion 
from the above may be the acknowledgement that, contrary 
to the current narrative of privacy as a personal good, it must 
be accepted that privacy is also an important public good. Ci-
tizens should not be free (or be protected) to sell their data as 
this data can damage others (very similar to pollution). 

Cyber breaches are a double source of concern, firstly for 
the damage they cause and secondly because they gene-
rate geopolitical tensions. The damages and the geopolitical 
tensions hinder the full development of the data economy 
and may stifle global innovations and knowledge exchanges. 
The US has been restricting Chinese Foreign Direct Invest-
ment (FDI) in several strategic technologies; the EU adopted 
a measure to monitor FDI (European Commission, 2017b) 
and set to revise its cyber security strategy to “build grea-
ter resilience and strategic autonomy” (European Parliament 
and Council, 2017, p. 2); China has already taken several ac-
tions and made several statements to mark its digital sove-
reignty (Cheung, 2018). From spear phishing and distributed 
denial-of-service attacks (DDoS), to advanced persistent 
threats (APT), cyberattacks have become increasingly com-
monplace as connected technologies have become ubiqui-
tous (Aggarwal & Reddie, 2018a, p. 291), and some nations 
have taken a more activist approach than others (Abelson et 
al., 2015). This may further increase the national and interna-
tional fragmentation preventing common grounds to emerge 
to favour innovation and market expansion. Cybersecurity is 
also characterised by information asymmetry, bounded ra-
tionality and behavioural biases on the side of firms, which 
are compounded by opportunistic behaviours (liability dum-
ping and free riding).

The oligopolistic access to valuable user data by few com-
panies is a concern and an actual barrier to innovation and 
economic growth more generally. Analysis of traffic data 
shows that a few US and Chinese tech giants are dominant in 
having access to data (Faravelon et al., 2016). This relates to 
two issues: security and innovation. Non-state actors, inclu-
ding platforms, represent a cyber challenge to the traditio-
nal state-based system of international relations (Timmers, 
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2019a). Platforms have cyber power as they hold sensitive 
information and unmatched potential for surveillance. A re-
port for the European Parliament shows that platforms have 
become both opponents and partners of governments which 
try to enforce security through means such as surveillance 
(Garcia et al., 2014). The innovation barrier is well explained 
in a technical white paper by the Ocean Protocol Foundation 
(OPF) where it is affirmed that the greatest beneficiary of 
the ongoing data driven transformation: “… are companies 
that have both vast data and internal AI expertise, like Google 
and Facebook. In contrast, AI start-ups have amazing algorithms 
but are starving for data; and typical enterprises are drowning in 
data but have less AI expertise. The power of both data and AI 
— and therefore society — is in the hands of few” (OPF, 2019, 
p. 5). This means that the potential embedded into new data 
analytics is only partially exploited due to concentration in 
access to data. 

The above observation is in line with the fact that we are 
seemingly experiencing another ‘productivity paradox’ or 
‘riddle’74: despite the widespread hype about AI, its contri-
butions to productivity seem to have been limited thus far 
(Gordon, 2016, 2018; Nadella, 2017). A potential explanation 
relates to the role of data. The free data model has made pro-
ductivity-related data much less accessible than consump-
tion-oriented data. Workers who expect to be compensated 
are the primary performers of productivity-related tasks and 
these often occur within firms unwilling to surrender their 
proprietary internal data to AI companies for free. So, the 
monetary value of user-contributed data (The Economist, 

2018a) can change the balance of how users perceive the 
benefits of engaging with online platforms; this article takes 
inspiration from the work of labour economists proposing to 
treat data as labour by paying users as ‘data labourers’ (Ar-
rieta-Ibarra et al., 2018).

Lastly, European countries are dependent on dominant fo-
reign platforms in the emerging intermediation economy 
(Faravelon et al., 2016). As extensively discussed in 2.1.4, 
traffic and data mostly go from Europe to US platforms that 
benefit from the extraction of values and behavioural surplus 
(expression used in Zuboff, 2019) from such data. If strate-
gic autonomy concerns capacity to shape one’s longer-term 
future in the economy, society and their institutions, then a 
look at the logic of the data economy and dependencies is 
inescapable. Being an exporter of raw data (for free) and an 
importer of services (for a price) may not be irrelevant for fu-
ture economic development (S. Weber, 2017).
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3. FROM SCENARIOS TO 
SMART POLICY

After the overview and discussion presented in Chapter Two, 
it is now clear how the complexity of the topic at stake is a big 
challenge for any conceptual simplification and explains the 
current confusion that characterises debate in the media and 
policy circles. Digital infrastructures and personal data pro-
tection are not orthogonal but rather present clear overlap 
as they are inextricably and closely related. The same applies 
if we consider security and personal data protection, which 
makes cybersecurity an underlying and horizontal dimen-
sion of analysis. Data issues are also difficult to disentangle 
from matters of competition in the data economy and can 
be linked to labour market issues (i.e. as in the proposal for 
treating ‘data as labour’). All these domains converge with in-
dustrial policy and RTD policy where public regulation, public 
investments and incentives, and a leading public role in stan-
dardisation may be important. Last but not least, most of the 
discussed topics are currently entangled in international ten-
sions and get coloured with considerations on technological 
sovereignty and strategic digital autonomy. 

Nonetheless, conceptual simplifications are still needed to 
make a complex reality more intelligible and digestible for 
reflection on policy. Hence, in the overview of possible policy 
responses below we stick to the two dimensions proposed in 
Chapter One, but with a slight modification. In section 3.1.2 
under digital infrastructures we consider 5G, IoT, cloud com-
puting, and platforms, whereas in section 3.1.3 we discuss AI 
under policy responses addressing personal data protection; 
we treat cybersecurity separately (in section 3.1.4) given that 
it is a horizontal underlying dimension of our analysis.. These 
paragraphs are preceded by a more general discussion of po-
licy discourses and approaches (in section 3.1.1).

3.1 Possible policy responses

3.1.1 GENERAL APPROACHES: BETWEEN 
‘LEAVE IT TO THE MARKET’ AND ‘MAKE IT  
A UTILITY’

Among the various sources reviewed for this and the pre-
vious study dealing with the platform economy (EIT Digital, 
2019), one key discourse in the free-market leaning media 
and think tanks is that any attempt to regulate the current 
digital transformation would stifle innovation and produce 
undesirable side effects. In extreme fashion this discourse 
can be summarised with the view that regulation is the mor-

tal enemy of innovation (Cohen, 2019, p. 178). Hence, for the 
sake of economic growth and innovation, matters should be 
deregulated and/or their governance should be devolved to 
the private sector through various forms of self-regulation 
and de facto standardisation. A corollary of this discourse is 
that attempts at regulation are touted as new forms of pro-
tectionism. A second discourse, seen especially with regard 
to AI, takes the form of an ‘impossibility statement’. Regu-
lation of current development is and will remain technically 
complex and beyond the reach of the cognitive tools and pro-
cesses available to regulators.

The first discourse can be countered on the basis of both 
historical and economic reasoning. Historically, it has been 
amply demonstrated that markets are never able to create 
by themselves the legal and institutional basis needed for 
their functioning and that the Great Transformation from 
rural to industrial society was to a large extent made pos-
sible by the institutional innovation produced by the state 
(Polanyi, 1957). Similarly, the state has historically provided 
the basic infrastructure for economic development. In all 
situations where “private industry could not or would not act, 
the public sector would provide the physical roads, ramps, and 
rails over which the traffic of commerce could move”(Deloitte, 
2017, p. 7); and this applies also to some of the pillars on 
which the current digital transformation rests and which are 
taken for granted (Mazzucato, 2015). Many of the compo-
nents included inside smart phones and the GPS technology 
exist thanks to very large public sector investments. Using 
a free-market approach to the current digital transforma-
tion in practice is not neutral, for it is not the same as letting 
markets self-regulate through the dynamic interaction of 
demand and supply. First, this would maintain intact those 
uncertainties that delay innovators and fuel the regulator-in-
novator dilemma described in the Introduction. Second, it is 
not neutral in that it would de facto reinforce and crystallise 
current trends and situations of market power that distort 
competition and impede new and more distributed forms of 
innovation (see report of the UK Digital Competition Expert 
Panel on ‘Unlocking Digital Competition’ and of the German 
Data Ethics Commission). Third, protectionism can be the 
result of both over-regulation and under-regulation. While 
some of the recent European regulatory initiatives and plans 
are introduced also with the transparent aim of increasing 
the competitiveness of European industries, it is also evident 
that US positions on data protection and anti-trust “have 
permitted a race to the bottom in the accumulation of plat-
form power and that the relative US laxity has disadvantaged 
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European Internet businesses” (Cohen, 2016, p. 382; Cohen, 
2019, p. 178). On these grounds, the view juxtaposed to the 
approach ‘leave it to the market’ is that the current digital 
transformation requires a bottom up rethinking of compe-
tition and public utility regulatory regimes (Cohen, 2019, p. 
200). We briefly review the debate on public utility, after dis-
cussing an alternative view to the second discourse about 
the ‘impossibility statement’. 

The impossibility statement implication is that in the age of 
algorithmic governance emerging as a new form of business 
strategy, regulators cannot keep up and should only hope 
and wait until algorithms improve and better self-regulate 
themselves. The most sustained counter argument has been 
developed by law scholar Juliet Cohen who makes an analo-
gy between the case of Volkswagen’s defeat device and the 
regulation of the data economy (Cohen, 2016; Cohen, 2019, 
chap. 6). The Volkswagen case shows that the important is-
sue of reducing automotive emissions forced regulators to 
enter the domain of “algorithmically driven control and mar-
keting by industry” (Cohen, 2019, p. 171). It is worth noting 
also that Volkswagen justified the installation of the defeat 
device to improve engine performance and maintain its re-
putation as an innovator. This reveals a striking resemblance 
with the arguments of Google and Facebook for not opening 
their black boxes and not to be constrained in their steady 
process of experimentation and innovation. In the same way 
as for the regulation of automotive emissions, Cohen argues 
that the current digital transformation requires regulatory 
innovation not only on the ‘what’ (new rubrics of activities 
needing regulation) but also on the ‘how’, meaning entering 
the domain of algorithmic governance (2019, 812-185 and 
200-201). This requires regulatory innovation in the form of 
the creation of new institutional mechanisms and techni-
cal capacities for defining obligations and overseeing com-
pliance. Furthermore, given the complexity of this underta-
king, there is a need to move from a risk perspective backing 
a cost-benefits approach, to policy and regulation from an 
uncertainty perspective backing a precautionary approach.

The possibility of imposing common carriage/public utility 
requirements in the digital ecosystem was first proposed in 
the US in the context of the debate on net neutrality. This 
debate about net neutrality (i.e., the obligation to treat all 
content, sites, and platforms equally), was fuelled by Federal 
Communications Commission’s (FCC) landmark and contro-
versial ‘network neutrality’ 2015 Open Internet Order76 with 
opposing views among law scholars (Candeub, 2018; Cohen, 
2016; Yoo, 2018). After the FCC was invalidated jurisdictio-
nally, advocates have embraced common carriage and public 
utility role as the legal basis to defend net neutrality (Yoo, 
2018). According to Cohen (2016, p. 379), the net neutra-
lity debate is the occasion to consider more broadly how to 
adapt the industrial era notions of common carriage and/or 
public utility provision to the networked information age and 
the extent to which regulation of the digital world should in-
corporate public access and social justice considerations. 

As in many other digital domains, also on net neutrality the 
two warring discourses described earlier face each other. 
On the one hand, industry players (in this case telecom ope-
rators) ask the freedom to experiment with new premium 
service business models for the sake of innovation, which 
any regulation would stifle in their view. On the other hand, 
consumer advocates and small Internet companies respond 
that price discrimination in the context of closed and domi-
nant platforms threaten distributed and decentralised inno-
vation and freedom of expression. An additional critique to 
the business perspective is that price discrimination of traffic 
and users would provide dominant players even more data 
to extract what Zuboff calls ‘behavioural surplus’ (2019). The 
debate on net neutrality boils down to whether “regulatory 
institutions should be designed to promote enhanced public ac-
countability or whether instead they should take on configura-
tions more responsive to informational capitalism’s needs and 
goal” (Cohen, 2016, p. 380). 

A technical critique to net neutrality is that the Internet does 
not show the characteristics that have historically justified a 
common carriage regime, namely: (1) commodity products, 
(2) simple interfaces, (3) stability and uniformity in the trans-
mission technology, (4) full deployment of the transmission 
network, and (5) stable demand and market shares (Yoo, 
2018, p. 991). Recently, the issue of imposing a common car-
riage/public utility regulatory regime resurfaced in relation to 
dominant online platforms. As reported by the Economist, 
Elizabeth Warren, a leading Democratic contender for Ameri-
ca’s presidency, has proposed: a) to unwind anti-competitive 
tech mergers such as Facebook’s acquisition of WhatsApp; 
and, especially b) that online marketplaces which generate 
annual global revenues of more than $25bn be declared 
‘platform utilities’ and prohibited from both owning a plat-
form and doing business on it (The Economist, 2019). The 
rationale for the latter more radical proposal is that “tech 
titans are mostly two-headed beasts. They not only operate a 
market but compete in it too. Amazon owns the world’s biggest 
e-commerce marketplace and also sells products on it under its 
private labels” (Ibid.). Hence, conflict of interest may distort 
the ranking of products and services returned in search hits. 
Earlier in 2018 Representative Steve King (R-Iowa) dropped 
the bombshell proposal of converting Facebook and Google 
into public utilities (Constine, 2018). Others suggest that 
Facebook, with its increasing influence on the political pro-
cess, is de facto becoming a public utility (Susarla, 2018). So-
cial media as public utility is already an entry in Wikipedia for 
almost a decade and is constantly updated77. Making social 
media websites as utilities would require government regu-
lation of various platforms, and the argument for it is that 
by now they are essential social services and need a more 
equitable regulation. Public utility regulation for social media 
has been criticised because it would produce undesirable and 
indirect effects. The opponents argue that social platforms 
are not essential as water and electricity, platforms change 
every year and, last but not least, imposing public utility 
status may have the counterintuitive effect to lock in a real 
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monopoly, ending the innovations that large online platform 
produce with effect also on prices. These neo-liberalist argu-
ments are put forward, for instance, in a report by the US free 
market leaning think tank Mercatus (Thierer, 2012).

3.1.2 DIGITAL INFRASTRUCTURES

If we consider the possible future integrated development of 
5G, IoT, and Edge Cloud computing, a number of considera-
tions made in Sections 2.1 and 2.3 can be brought together 
here that may justify a stronger role of public authorities and 
consideration of treating this combination as a new public 
utility digital infrastructure. 

As explained in Section 2.1.1, the deployment of 5G networks 
may be hindered by very high capital investments and un-
certainty on profitability. This may discourage operators to 
deploy 5G at all or may lead them to do so only in profitable 
densely populated urban settings with the risk of excluding 
sub-urban and rural areas. IoT deployment may be hindered 
by lack of standards and of clear business models and uses 
cases (Section 2.1.2). With many different types of commu-
nications mechanisms and protocols, it is yet unclear which 
will be the foundational infrastructure of IoT. Additionally, 
with the future growth of connected IoT devices in future 
years there will be a strong pressure on the allocation of 
existing spectrum (Deloitte, 2017, p. 8). The convergence of 
5G, IoT, and Edge Cloud computing is poised to generate huge 
amounts of decentralised data and, thus, increase already 
existing challenges and concerns in relation to security and 
protection of personal data and privacy. Last but not least, 
there are implications in terms of strategic digital autonomy 
and external dependency. Europe’s choices on standards are 
not irrelevant in this respect. According to Albrycht & Swiat-
kowska: “the integrity of the EU’s 5G networks will rely on avoi-
ding and minimising dependencies which threaten to result in 5G 
security breaches by third countries, especially those that are 
not like-minded” (2019, p. 3). This argument can be applied 
by extension also to IoT and cloud computing and is transpa-
rently made in the presentation of the European cloud Gaia-X 
project by the German Ministry of Economy (BMWi, 2019). 

Discussing the IoT, Deloitte calls governments to treat it as 
they did in the past when they were the main builders and 
providers of basic infrastructures (2017, pp. 5-8); a similar 
call can be justified for 5G and future cloud computing. There 
are several arguments in favour of adopting a public utility 
regime for these digital infrastructures. First, tactically, since 
they are still emerging such regime may be less complex and 
controversial compared to online platforms and AI, where 
vested interests and already-established business practices 
are a source of political resistance and technical complexity. 
Second, for 5G the current capital investment bottleneck is 
an opportunity for policy makers to support deployment and, 
consequently, lead and steer the process imposing regula-
tory requirements. To face this challenge, in fact, policy-ma-
kers “can use a range of legal and regulatory actions to facilitate 

5G network deployment. These include supporting the use of 
affordable wireless coverage (e.g. through sub-1 GHz bands) to 
reduce the digital divide, commercial incentives such as grants, 
or PPPs to stimulate investment in 5G networks” (ITU, 2019, p. 
68). Taking this direction would then give levers for regula-
tion. Third, governments can provide good examples and use 
cases in the use of these infrastructures for the performance 
of various functions. By doing so, they can clarify business 
models and also establish good practices for transparen-
cy, security, and personal data protection. Fourth, govern-
ments’ active role in developing standards can be justified 
on grounds both of speeding up deployment/innovation 
and of preserving strategic digital autonomy and ensuring 
cyber-security. Fifth, without governments’ intervention as 
both regulator and infrastructure provider to ensure effec-
tive and equitable allocation of scarce bandwidth, excessive 
competition for spectrum would substantially slow down de-
ployment. Last but not least, governments both as regulator 
and as user are best positioned to build trust and confidence 
in new emerging connected technology with respect to se-
curity and personal data protection, avoiding the backlash 
that currently concerns especially online platforms and AI. 
Actually, one may optimistically expect that government-led 
good practices and good governance of these new emerging 
technologies with regard to security and personal data pro-
tection may eventually produce positive overspills also on 
online platforms and AI.

A final point to be made in his section, which is not direct-
ly related to the discussion on public utilities, concerns the 
very controversial domain of competition law potentially ap-
plicable to online platforms. Already in 2017 it was argued 
that tech giants are posing a threat not so much because of 
their size but as a result of the enormous power they derive 
from controlling the data, which changes the nature of com-
petition (The Economist, 2017b). They can anticipate trends 
and, thus, acquire new companies that may disrupt them, 
as in the case of Facebookʼs $22bn purchase of WhatsApp 
in 2014 seeming a ‘shoot-out acquisition’. At that time The 
Economist proposed various new measures not falling into 
traditional anti-trust intervention, such as: considering com-
panies’ data assets when assessing merger requests and the 
price as signal of incumbent buying an emerging threat, iden-
tifying colluding algorithms, and giving more control on data 
to those supplying them. Then, as mentioned in 3.1.1 above, 
in 2019 news came that a Democratic presidential candidate 
proposes to unwind what are seen as anticompetitive tech 
mergers. Competition regulation in the context of the digital 
transformation and with specific respect to online platforms 
requires a radical renewal of a regulatory regime that was 
developed for the industrial era and as such is no longer ap-
propriate or useful (Cohen, 2016). It needs regulatory inno-
vation and the underlying rethinking and refinement of key 
concepts (i.e., market power) that has started only recently, 
mostly in Europe and not yet in the US.
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3.1.3 DATA GOVERNANCE

It should be remembered here, as explained in Chapter 1, 
that in this study we focus on personal data. We can distin-
guish three approaches.

First, it is possible to envisage interventions going in the di-
rection of decentralisation and individuals’ data sovereignty 
with citizens enabled (if willing) to take control of their per-
sonal data. This would entail a number of other related steps, 
such as support for the deployment of platforms or applica-
tion ecosystems based on personal data-stores and intro-
duction of expiration dates for exclusive access to some data 
assets (in a fashion similar to copyright expiration). These 
could differ for personal vs non-personal data and could vary 
by sector. They could ensure that companies can keep enga-
ging in data-driven innovation with a lower entry barrier (in 
terms of access to initial data assets). Other elements could 
encourage cloud infrastructures for personal data-stores, 
foster agreements/standards on the structure of personal 
data stored on online social networks and other online plat-
forms and support personal data portability across online 
platforms. This kind of intervention is in line with the posi-
tion and proposals from innovative projects such as SOLID 
and the platform proposed by the Ocean Protocol Founda-
tion (OPF). These projects aim to equalize the opportunity to 
access data, so that a much broader range of AI practitioners 
can create value from it, and in turn spread the power of data. 
We must also respect privacy needs, which implies we must 
include privacy-preserving computation. The OPF is develo-
ping a protocol and network – a tokenised ecosystem – that 
incentivises making AI data and services available. One of the 
key proposals to change this oligopolistic environment has 
been to let users take control of their personal data by kee-
ping their data stored in personal online repositories to which 
they can provide third parties with access after the latter 
obtain meaningful consent on access and use. For instance, 
as proposed by Tim Berners-Lee and embedded in his new  
project SOLID78.

Second, a proposal that in some way could be related to giving 
users control over their data is that of treating data as labour 
and creating a new market. Treating data as labour may coun-
tervail the monopsony power of the tech giants (and particu-
larly Google and Facebook), making data more available for 
other companies that may train their data analytics system 
and unleash productivity gains (Arrieta-Ibarra et al., 2018)79. 
In this respect it is important to stress that implementation 
(i.e. having data to train machine learning systems) is now 
possibly more important than introducing new analytics in-
novation. The more data the more AI systems learn and the 
more they can yield productivity gain. This solution may also 
help offset current concerns about AI reducing employment 
and worsening income distribution80, considering also that 
Google and Facebook have market capitalisation similar to 
traditional large companies but employ one to two orders of 
magnitude fewer workers (Arrieta-Ibarra et al., 2018, p. 38).

Third, the proposal that competition regulators start ope-
ning algorithms, as advocated in the The Economist article 
cited above (3.1.2), brings us to the issue of ‘algorithmic 
governance’. This concerns AI and also the actual deploy-
ment and application of a few key articles of GDPR (see dis-
cussion provided, respectively, in Sections 2.1.5 and 2.2.4). 
There is the view that regulation of algorithms is and will 
remain technically impossible and that Article 22 of GDPR 
(right to explanation and more in general requiring algo-
rithm transparency by law) is neither legally binding nor 
applicable in the future. As seen in 3.1.1 above, it is argued 
that regulators either innovate and open algorithmic black 
boxes, or they abdicate to their role. A pragmatic proposal 
is to introduce a requirement for providing counterfactual 
explanation of algorithmic decision to achieve the same 
objective of Article 22 without opening the black box and 
without imposing too much burden on industry players. 
Alternatively, regulators may decide to impose algorithmic 
transparency by law (i.e. full application of Article 22). This 
will require a patient and steady work of innovation in re-
gulatory mechanisms and technical capabilities and of col-
laboration with industry and academia. It will also impose a 
burden on industry players and, as in the case of the rights 
to withdraw consent and to be forgotten, create serious 
problems to existing practices, and potentially limit further 
future development and application of AI.

3.1.4 CYBERSECURITY

On cybersecurity, Aggarwal & Reddie (2018a, pp. 6-8) review 
a number of possible industrial policy measures: 

• Market creation: Markets are created through rights, in-
centives, and opportunities. The case of China is a textbook 
case since the government is the sole customer for cyberse-
curity products created by state-sponsored entities (Cheung 
2018). In France, coordinated procurement to build national 
capacities has been introduced to boost the national indus-
try (D’Elia 2018). In the United States, the government and 
military try to support the industry with government-linked 
venture capital (Aggarwal & Reddie, 2018b). 

• Market facilitation policies try to improve the functioning 
of the market, reducing transaction costs or providing incen-
tives (documented for US, China, Japan, and Finland in, res-
pectively, Aggarwal & Reddie, 2018b; Cheung, 2018; Bart-
lett, 2018; Griffith, 2018). 

• Market modification through use of regulations to change 
the conduct of subjects. In France, for instance, the attempt 
to create a voluntary information-sharing (CERT-FR) that 
provides a reporting mechanism and shares best practices 
among companies, government sponsorship of crisis ma-
nagement exercises (D’Elia 2018). Followed at EU level in 
new measures (Timmers 2018), and with the new Cyber-
security Act of 2019 introducing an EU wide certification. 
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• Market proscription involving government measures that 
attempt to prohibit specific behaviours. Export controls 
emerging at EU level (Timmers 2018) and procurement rules 
(most typical of France, D’Elia, 2018) are perhaps the most 
obvious examples. 

Out of these, market proscription measures may not be nee-
ded, whereas market modification measures that deepen 
what is already foreseen in the EU GDPR and in the Cyber-
security Act seem feasible and desirable. For instance: pro-
vide common ground and advice for avoiding cybersecurity 
breach incidents; enforce the certification methods in order 
to convince organisations to improve their security mea-
sures; impose heavy financial penalties comparable to cyber-
security breach incidents’ total cost on victim organisation.

We can conclude this overview of possible policy and regu-
latory responses highlighting that the right balance will pro-
bably be struck somewhere in the middle, between the two 
extremes of ‘leaving it to the market’ and ‘make it a utility’.

3.2 Proposed scenarios and their 
high-level assessment

In this section we present the proposed scenarios construc-
ted along two dimensions: a) digital infrastructures regula-
tion ranging from ‘hands off’ to ‘interventionist’ (resonating 
the discussion of general approaches and of public utility de-
bates presented in 3.1.1); b) personal data regulation ranging 
from weak (no control to data subjects) to strong (data sub-
ject sovereignty, so referring to individual and not state so-
vereignty). Before graphically presenting and then textually 
describing the four scenarios, some clarifications are in order 
for a correct reading.

First, methodologically, it is consolidated practice to make 
scenarios extreme, also through several simplifications. This 
enables to capture collectively (through all four scenarios) 
most of the possible features that will characterise the ac-
tual future, including those aspects policy makers may want 
to avoid. Scenarios are just means to the end of identifying 
implications for policy having in mind that the actual and/or 
desirable future will result from a combination of features 
from different scenarios. It is important to stress that each 
scenario may also contain elements one can see in the cur-
rent situation, but they are part of more radical, extreme de-
velopments envisaged. So, if one scenario contains elements 
of the status quo the fact that this scenario is not desirable 
should not be automatically extended to features that reflect 
existing conditions. The latter must be seen as part of an ex-
treme scenario and not judged undesirable as such but only 
as long as they contribute to the extremization of the scena-
rio narrative. 

Second, the scenarios here rest on the important simplifi-
cation that they are generically European, without entering 

into the potential differences between, on the one hand 
EU level and Member State level, and on the other into the 
differences and peculiarities of 28 different states. This is an 
inevitable simplification to avoid presenting 29 (EU plus 28 
Member states) different scenarios. Yet, we can anticipate 
right here that a unified European approach would be highly 
desirable and much more effective and efficient. 

Third, as we anticipated in Chapter 1, when discussing ‘digi-
tal infrastructures’ we focus only on four that are exemplifi-
cative and not exhaustive, and we only briefly mention the 
issue of machine data with regard to data protection. There 
are at least two ‘infrastructures’ that we did not consider and 
could be associated with the data protection dimension: they 
are blockchain and eID as they could both enable (though in 
different ways) user sovereignty; they are mentioned in pas-
sing in the narrative description of the scenarios. 

Finally, this study and certainly the final scenarios are a brave 
exercise in complexity reduction. As anticipated at the very 
start of this Chapter, the two dimensions of analysis used 
(data protection and digital infrastructures) are closely inter-
linked with implications possibly entailing a wide mix of po-
licy and regulatory measures. As we hinted there, although 
we focus on personal data, the issue of machine data should 
be considered especially for mixed data sets (containing both 
personal and machine data) for current guidance on how 
GDPR and the FDD Regulation leave a blurred area that may 
lead to stricter regulation if the former would prevail on the 
latter. Furthermore, other dimensions may be needed but 
would make the scenarios less intelligible and less mana-
geable. Both axes could be split into two sub-dimensions: 
‘what’ (four infrastructures; several different ways to regu-
late data governance) and ‘how’ (hands off vs interventionist; 
weak vs strong) and further refined with a cyber security 
dimension: cybersecurity regulation (possibly ‘hands-off’ vs 
‘interventionist’). The same holds for data regulation. The 
report provides a simplified model to explore the possible 
scenarios and available policy options by striking a trade-off 
on the number of dimensions and on the nuances in each di-
mension. As part of that trade-off, some of these nuances 
are only briefly considered in the narrative description of the 
scenarios, and cybersecurity is de facto subsumed under the 
digital infrastructure regulation dimension. It is assumed 
here that an interventionist approach would entail also more 
stringent cybersecurity state-emanated measures (i.e., with 
higher sanctions), whereas under a ‘hands-off’ approach cy-
bersecurity would rely on softer means while still having se-
curity as an important objective. The issue of machine data, 
which is considered out of scope of this study, is mentioned 
briefly below and again in Section 3.3 in relation to the policy 
implications of the scenarios.

An intuitive way to render this discussion graphically and to 
prepare the presentation and illustration of the scenarios is 
the stylised ‘regulation equaliser’ depicted in Figure 8 below. 
The vertical dimensions convey the idea that regulation may 
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address different infrastructures with different intensity and 
nuances. The horizontal axis indicates from weak to strong 
some specific actions to grant control over personal data to 
individuals. In the stronger side of data regulation, we envi-
sage the full application of the GDPR rights to be forgotten, 
to withdraw consent, and to an explanation that would mean 
requiring in a binding way that algorithms are transparent. In 
this strongest approach we have also included the situation 
whereby for mixed datasets (including personal and machine 
data) GDPR would prevail as the main sources of regulation 
when the two categories of data are inextricably linked, even 
when the personal parts are very small compared to the ma-
chine parts.

With the above clarifications and disclaimers, Figure 9 pre-
sents the four scenarios we have identified. As is often the 
case with 2x2 scenarios matrices, it is immediately intuitive 
that some are more suitable than others to be the contender 
for the desired future. It is the case that some scenarios are 
very unlikely and/or less relevant for policy and regulation 
and/or clearly not desirable.

The scenarios are described below by considering the posi-
tion of the key stakeholders, being governments, businesses, 
citizens and regulators, and analysed with respect to the 

Figure 8: The Regulation Equaliser

Figure 9: Scenarios

following key objectives: economic growth, innovation,  
trust (i.e. from the user perspective), level playing field (i.e. 
from the supplier perspective) and fairness (i.e. equitable ac-
cess to economic opportunity).

Ultra-Liberal (1): soft infrastructure control and weak data 
protection

In this scenario, there are few policies in place, regulators are 
a small player and governments take a hands-off approach 
to the infrastructure and there is a lot of freedom in hand-
ling data. Businesses that provide infrastructure and services 
have a lot of room to operate. Citizens will experience little 
protection and mainly influence by choosing what to use and 
buy, assuming choice exists. In this scenario business is the 
strong player.

Deployment of new infrastructure like 5G will be driven by 
market opportunities mainly, which may result in availability 
only in densely populated urban areas. Also, IoT and cloud 
development are left to the market, as well as industry deve-
lopment and standardisation/self-regulation efforts. Cyber-
security would be pursued through co-regulation, self-regu-
lation, and standardisation rather than strict governmental 
regulation.



EUROPEAN DIGITAL INFRASTRUCTURE AND DATA SOVEREIGNTY  - A POLICY PERSPECTIVE

31

Data will to a large extent be controlled by large private en-
terprises, which continue to extract behavioural surplus wit-
hout effective oversight and effective sanctions. Online plat-
forms and tech giants can increase their advantages in terms 
of access to data which in turn enables continuous learning 
and improvement of their algorithms. 

Economic growth in this scenario will be mainly business 
driven. Infrastructure investments have a multiplier effect on 
both short- and long-term economic growth.  Without active 
government involvement in driving innovative infrastruc-
ture such as 5G, deployment might be delayed due to lack 
of short-term financial resources or returns. Innovation ge-
nerally benefits from government stimulation, a hands-off 
government with respect to infrastructure may lead to less 
innovation in this scenario. Weak data protection has two 
sides when it comes to innovation, on the one hand it allows 
new ways of using data which fuels innovation, while on the 
other hand it may prevent citizens adopting new technology 
resulting from privacy concerns for example.

Trust for citizens comes down to trusting governments, 
business and regulators. Given that this scenario is mainly 
driven by business, it all depends on the trust citizens have 
in these businesses. Something that will vary from business 
to business. Since the government acts hands-off this sce-
nario has a high likelihood of the winner takes it all. Since 
there is little regulation both on infrastructure and data, do-
minant market players will have ample possibilities to fur-
ther strengthen their position. As a result, this scenario will 
highly unlikely produce a level playing field. Also, fairness is 
under pressure in this scenario, since the deployment of both 
infrastructure and services will be mainly market driven, as 
an example the deployment of 5G may be limited to densely 
populated urban areas, generating polarisation of access as 
thus no equitable access to economic opportunity (digital di-
vide).

In this scenario neither Europe’s technological sovereignty 
nor individual data sovereignty for European citizens are li-
kely to emerge. Imbalances in the European data economy 
(export raw data, import refined results) will likely not be re-
moved, and guidelines about data processing and ownership 
most likely remain without tangible results.

Dystopian (2): firm infrastructure control and weak data 
protection

In this scenario, governments control the infrastructure 
while there is freedom in handling data. The role of the regu-
lator depends on the government approach of either strong 
regulatory control or public utility ownership. Businesses 
that provide infrastructure will face government intervention 
either directly or via strong government-controlled regula-
tor. Businesses that provide data driven services have more 
room to operate but nevertheless can expect government in-
terference due to the fact that the data travels over govern-

ment-controlled infrastructures. Citizens will experience that 
access to, and use of, infrastructure and to a lesser extent 
services and platforms is directly or indirectly controlled 
by governments. In this scenario government is the strong 
player.

Deployment of new infrastructure like 5G, IoT and Cloud will 
be driven by governments taking into account economic 
development and geopolitical development. As a result, go-
vernments may choose to work closely with a limited set of 
trusted infrastructure providers. Infrastructure cybersecurity 
will be pursued through strict governmental regulation.

Lack of data protection and strong government control over 
the infrastructure also gives governments ample opportuni-
ties to control the data, either directly or through private en-
terprises. Online platforms and tech giants can only increase 
their advantages in terms of access to data with government 
(in)direct consent. Imbalances in the European data economy 
(export raw data, import refined results) will likely not be  
removed. 

Economic growth in this scenario will be mainly driven by 
government and selected businesses.  Active government 
involvement in driving deployment of innovative infrastruc-
ture will boost global economic competitiveness. Innovation 
generally benefits from government stimulation, but at same 
time requires freedom for experimentation and alternatives. 
Too much government control may lead to less innovation in 
this scenario.

In this scenario, trust from a user perspective is mostly 
relying on trust in the government. Since the government and 
government-selected businesses are dominant this scenario 
will not produce a level playing field. Fairness is determined 
by the government in this scenario, since the deployment of 
both infrastructure and services will be mainly government 
driven.

This scenario with strong government intervention and wit-
hout personal data protection is considered so much incons-
istent with the European values, that it is not a viable option 
for Europe.

Ultra-Social (3): firm infrastructure control and strong data 
protection

This scenario combines governments control over the in-
frastructure with strong data protection. Given that regu-
lation originates from parliament in democracies and is 
controlled by the regulator, the regulator plays an important 
role in this scenario with strong data protection regulation. 
It is also likely in this scenario that governments exert their 
infrastructure control mostly via strong regulatory control 
rather than full public utility ownership, which further 
strengthens the role of the regulator. Businesses that pro-
vide infrastructure will face government intervention via an 
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empowered regulator. Businesses that provide data driven 
services can expect regulator interference. Citizens will ex-
perience a mix of government control and regulator inter-
ference, where the regulator safeguards data protection of 
citizens also towards governments. In this scenario the re-
gulator is the strong player.

With respect to the digital infrastructures, the combination 
of firm government control and strong data protection could 
lead to public private partnerships for higher level infrastruc-
ture layers like clouds and platforms.  The public sector 
would invest to overcome the barrier of high capex and to 
safeguard inclusion. Examples might be health or education 
Cloud platforms deployed on top of a combination of fixed, 
5G and IoT networks. To encourage private co-vestment, the 
policy chosen could call for a lower intensity regulation. Such 
a policy could nonetheless include new rules and decisions 
on digital competition policy (monitoring of anti-competitive 
mergers, considering price and data assets, new definition 
of market power, auditing collusive algorithms, etc.). In ad-
dition to direct regulatory action, the government as a user 
and provider of digital infrastructures could establish good 
practices in data exploitation. 

In this scenario data protection regulations such as GDPR 
should be fully implemented and new measures and policy 
actions for individual data (both raw and behavioural), rights 
to be forgotten, to withdraw consent, and to explanation, 
with algorithm transparency being mandatory and legally 
binding. An identity system would be guaranteed by law and 
regulation and made possible through the adoption of (sove-
reign) eID solutions.

Economic growth in this scenario will be mainly driven by 
public-private partnerships.  Active government involvement 
in driving deployment of innovative infrastructure will boost 
global economic competitiveness. Innovation benefits from 
government stimulation and public private partnerships. 
Strong data protection has again two sides when it comes 
to innovation, on the one hand it restricts new ways of using 
data which hinders innovation, while on the other hand 
it may take away concerns from citizens in adopting new  
technology.

In this scenario, trust from a user perspective is mostly 
relying on trust in the regulator. The independent position of 
regulators in democracies and the fact that regulators also 
protect citizens interests, should increase trust in digital. 
Since the government is firmly controlling the infrastructure 
it may not be a full level playing field. Regarding data-driven 
services the likelihood of a level playing field is higher given 
the regulator ability to safeguard data protection and act 
against dominance. Fairness is determined by the regulator 
and to a lesser extent by the government in this scenario.

In principle, this scenario would allow for strengthening both 
Europe’s technological sovereignty and individual data sove-

reignty for European citizens in a world without regulatory 
frictions and unintended effects. 

Utopian (4): soft infrastructure control and strong data 
protection

In this scenario, governments take a hands-off approach to 
the infrastructure, while there is a strong data protection. 
Businesses that provide infrastructure have a lot of room 
to operate. Citizens experience data protection and can in-
fluence success of business by choosing what to use and 
buy, while their interests are safeguarded by the regulator. In 
this scenario citizens are the strong player.

Infrastructure development and deployment will be market 
driven with governments staying at arm’s length. A more 
open playing field for data-driven service providers may lead 
to accelerated infrastructure deployment due to larger de-
mand and faster uptake of services by users.

Data protection will safeguard citizens interests and the 
combination of freedom to operate on the infrastructure side 
may turn out to be a fertile environment for the development 
and deployment of trusted data-driven services.

Economic growth in this scenario will be mainly driven by a 
combination of technology push by businesses and market 
pull by citizens willing to explore and use trusted services. 
Innovation in this scenario will be driven by ecosystems that 
bring together businesses, innovators, entrepreneurs and 
early adopter citizens, but the business environment will 
show uncertainties by lack of regulation.

In this scenario, trust from a user perspective is mostly 
relying on the combination of the regulator and the diversity 
of businesses due to the lack of dominant market players. 
Since the citizens, supported by the regulator, are the key 
actors in this scenario it is likely to produce a level playing 
field for data use, but not necessarily for commercially driven 
infrastructure. Fairness is determined by the regulator in this 
scenario, and to a certain extent to the citizens preferences.

In this scenario individual data sovereignty for European ci-
tizens is likely to emerge. It is also possible to achieve Eu-
rope’s technological sovereignty, although this will not come 
as long as digital infrastructures are not regulated and incu-
mbent tech giants are left untouched, since regulatory in-
tervention needs real levers in the absence of any form of 
regulation of digital infrastructures.

In the description of the scenarios we have used insights from 
available theoretical and speculative reasoning extracted from 
the sources reviewed in this study. They give a qualitative as-
sessment of their likely impact on the five policy objectives. 
economic growth, innovation, trust (i.e. from the user perspec-
tive), level playing field (i.e. from the supplier perspective) and 
fairness (i.e. equitable access to economic opportunity).
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Figure 10: Radar assessment of scenarios impacts

Based on the qualitative assessments per scenario, for each 
policy objective the scenarios have been placed in the strict 
order from least (1) to most impact (4), thus providing a re-
lative comparison between the scenarios. This has been de-
picted in the spider diagram below. Note that using a strict  
order forces a strong discrimination between the scenarios 
and leaves less room for nuances. The spider diagram there-
fore magnifies differences and has to be seen as a tool to give 
a quick insight into the relative strengths and weaknesses of 
the scenarios, rather than absolute differences. 

The impact assessment shows that the ultra-social and uto-
pian scenarios are very similar and deliver the most balanced 
overall result. The ultra-social scenario delivers somewhat 
better on fairness and level playing field due to the strong 
role of the regulator in that scenario. Also, the government 
hands-on attitude is assumed to be translated in relatively 
high public investments in research and innovation. Both 
Scenarios 1 and 2 suffer in particular of lack of fairness, le-
vel playing field and trust that has also negative effects on 
growth and innovation. Moreover, public Investments in in-
frastructure (missing in scenario 1) have a multiplier effect 
on both short- and long-term economic growth. In scenario 2 
the state holds business in check, hampering also innovation. 
The investments in infrastructure have first order effects that 
should be stronger than the indirect effects  from leaving the 
growth and innovation mostly to tech giants strengthening 
the status quo.

It is important to add some considerations for a correct rea-
ding of the diagram. First, our scenarios are not based on a 
combination of very well defined and already tested policy 
measures or regulations, as would be the case for instance 
for taxation with empirical evidence on potential effects 
available. The scenarios are a combination of general ap-
proaches to policy and regulation not anchored to specific 
and concrete measures for the simple reason that such mea-
sures still have to be formulated and/or assessed in terms 
of their costs and benefits. Hence, this creates an element 

of subjective judgement in the assessment that cannot be 
eliminated. 

Secondly, these scenarios represent the more extreme 
choices, while in reality one finds mixed approaches that 
combine measures from different scenarios.

True innovation is spurred where more and more innovators 
will have access to data, and where a balanced regulatory 
environment gives certainty and stimulation to industry (in-
novators-regulators debate discussed extensively above). 
Hence, this is more likely to occur in Scenario 3 and to a les-
ser extent in Scenario 4  Again this is not to say that there 
will be no innovation in Scenario 1 and 2, but it will be less 
and more led  by either government or by existing large tech 
giants. Fairness (i.e. equitable access to economic opportu-
nity) and level playing field, it goes without saying, are lowest 
in Scenario 1 and highest in Scenario 3; Finally, with regard to 
trust it is important to explain that the high score for trust in 
Scenario 4 descends above all from full control over personal 
data and it is higher than in Scenario 3 as here it is dependent 
on trust in the regulators and government. 

Given this assessment, the way forward would seems clear, 
since Scenario 3 is superior to the others and could simply 
take some elements from Scenario 1 to maximise also the 
innovation impact. Scenario 4 looks good in the idealistic 
extreme, but depends very much on the unregulated deve-
lopments between the tech giants and the citizens/users. 
Yet, these are theoretical scenarios not considering all the 
difficulties of introducing perfect regulation producing the 
exact intended effects and not unintended and undesirable 
ones. As anticipated, only a mix of scenario features can 
identify a realistic approach offering a solution to the Re-
gulators/Innovators dilemma presented in the Introduction 
(see Figure 1), to which we now turn in the next and final 
section.
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3.3 Towards solutions and regulators/
innovators dilemma

The best way of picking up from the previous section is a 
quote from Juliet Cohen’s recent book on the legal construc-
tions of informational capitalism: “… Digital infrastructures 
are not simply instruments of innovation and liberation at 
the same time as law and regulation are not simply instru-
ments for the promotion of just outcomes (arbiters of dis-
putes or agents of modernisation). In different ways they 
both sit between truth and power” (Cohen, 2019, p. 4). 

What truth and power refer to here is in a way the tension 
between values and economic interest or state interest and 
ideology, from which opposing claims and discourses emerge 
in the public debate. Neither ‘leave it to the market’ nor ‘make 
it a public utility’ are perfect in representing the full gamut 
of values, economic interests, and state priorities. Digital 
infrastructures if totally unregulated do not automatically 
ensure distributed innovation and equitable economic op-
portunity and growth. Furthermore, characterising the cur-
rent context ‘laissez-faire’ or ‘leave it to the market’ would 
not foster innovation for it would leave uncertainty and an-
ti-competitive positions intact. In the same way interventio-
nist regulation on both digital infrastructures and data pro-
tection would not necessarily produce the desired outcome 
and may as well delay innovation if not well calibrated and 
implemented in a specific way. 

Time and again well-designed policies have unintended ef-
fects in the implementation process when heterogeneous 
players with different objectives and behavioural strategies 
and biases enter into the picture. We might identify a pos-
sible mix considered more reasonable to have a less strict re-
gulatory approach to machine data. This means, for instance, 
that for mixed datasets combining personal and machine 
data GDPR should not automatically prevail as the main 
source of regulation. More in general, machine data should 
be regulated and security issues be considered (i.e., avoid 
loss of trade secrets). But strict regulation on machine data 
should be avoided for it may hamper the full development 
of the European data economy and Industry 4.0 innovative 
potentials. 

In a possible mix (but many others can be envisioned) digital 
infrastructures are regulated with different degrees of inter-
ventionism, whereas the data protection area of policy inter-
vention is positioned somewhere central on the horizontal 
axis. Digital infrastructure regulatory interventions must be 
considered in different gradations within an integrated struc-
ture due to their interdependence; for example, interventions 
on cloud infrastructures can bear direct consequences on IoT 
infrastructures. However, regulation with regard to the sove-
reignty of individuals over their data can have a high degree 
of independence from infrastructure regulation; for example, 
individuals can have a high level of control over their data on 

tightly-regulated digital infrastructures or no control on com-
pletely unregulated ones. This could be one of the reasons 
for the introduction of policy interventions specifically on 
data regulation for citizens’ sovereignty. Such interventions 
include the GDPR and the more recent directive on open data 
and the re-use of public sector information (2019/1024 of 20 
June 2019), which makes explicit the requirement of personal 
data protection and of the use of personal data on the basis 
of consent of individuals or on a legal basis. A corollary is that 
this may also hold where future hard or soft law implements 
other fundamental rights such as for potential AI regulation 
[e.g. Art 1, 6, 7 and 21 of the Charter of Fundamental Rights 
of the European Union]. 

It can be observed that current policies in Europe are main-
ly a bit left of the centre in the scenario picture. Meanwhile, 
there is discussion of taking realistic and effective steps in 
the direction of mixing Scenario 3 and Scenario 4, gradual-
ly giving individuals sovereignty over their data, stepping up 
monitoring and action by competition authorities on online 
platforms and tech giants. 

Next we discuss the ‘how’, providing the direction for the so-
lution of the Regulators/ Innovators dilemma, as depicted in 
Figure 12.

Government acting as user, infrastructure provider, and as 
regulatory innovator in collaboration with the makers (in-
novators) can solve the dilemma and build the governance 
framework needed to spur innovation and build trust. Europe, 
through a firm coordinated action between the EU and the 
Member States, can virtuously connect makers (the innova-
tors) and shapers (the regulators) in order to create an inno-
vation enhancing governance and regulatory framework that 
respects European values and rights while creating economic 
opportunity for all users (individuals, companies or civil ad-
ministrations). Regulatory innovation requires defining a mix 
of new mechanisms and capacities but also making political 
choices: adopt a precautionary approach when uncertainties 
concerning crucial and value-relevant issues require this and 
take a more stringent regulation. Or instead manage risks as-
sessing the costs and benefits of regulation and, when the 
costs outweigh the benefits, use a softer approach or subs-
titute by co-regulation, steering self-regulation, and collabo-
rating with the innovators in the process of standardisation.

The objective of this report is not to propose concrete policy 
recommendations but rather to provide a roadmap on how 
policy makers can move toward making their selection on the 
regulator equaliser and implement it. Two general types of 
actions are needed: a) further scope possible policy options 
and analyse their consequences also with the help of future 
well focussed socio-economic and socio-technical research; 
b) building new capacity and mechanisms. 

Many of the domains explored in this report remain ter-
ra incognita, unchartered areas where no ready and quick  
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Figure 11: The Regulators/Innovators solution, source: re-elaboration from Deloitte (2017, p. 3)

Innovators 
Know parameters, have tools, and  
can follow guidance for responsible 
innovation and better competitive 
conditions to disrupt incumbents.

Government acting as 
user, infrastructure provider, and 
regulatory innovator using the right 
mix of precautionary and risk 
management approach, guides 
secure, privacy compliant, and 
equitable developments.

solutions are either available or have been tested and as-
sessed before. 

First, policy makers – possibly in collaboration with industry 
– should launch and fund a new stream of socio-economic 
and technical research aimed at better understanding the fu-
ture development of new technologies and their potential so-
cio-economic impacts and negative side effects under diffe-
rent levels of regulatory intervention. This would help map 
uncertainties and risks and decide when regulation could be 
decided simply on the basis of a cost-benefit analysis and 
when, instead, a precautionary approach would be needed. 

Second, policy-makers should embark into institutional inno-
vation to build new mechanisms, processes and capacity in 
order to find new ways to approach new phenomena, instead 
of using the old tool box for emergent developments that es-
cape the reach of old ways of making policy and regulation. A 
few examples are briefly listed below:

• Competition. In a conference speech delivered on 9 De-
cember, 2019 Commissioner Vestager announced the in-
tention to redefine the Commission Market Definition Note. 
On this aspect law scholars and economists have already 
produced insightful analysis and a proposal. A task force 
or high-level panel could quickly be set up to innovate the 
concepts and instruments of competition policy in the digital 
era. It is also urgent that regulators develop the internal ca-
pacity to scrutinize collusive algorithms and anti-competitive 
mergers looking also at the data implications rather than only 
at the old definition of market and market power.

• Algorithms. More research, dialogues with the machine 
learning community, and new internal capacity should be 
quickly pursued in order to decide how to best regulate al-
gorithms with regard to their transparency and the need to 
avoid discriminatory decisions. It is important that policy ma-
kers enlist law scholars and AI scientists to move toward a 
technology neutral regulatory framework.

• 5G networks. There are a lot of guess estimates and spe-
culations about both the potential benefits and excessively 
high capital expenditure for the deployment of 5G networks. 
There is also an alleged dearth of use cases. Policy makers 
should push quickly for thorough socio-economic analysis 
of these issues as to produce the business case that would 
or would not justify the investments of public funds and the 
creation of new procurement and PPP mechanisms to ensure 
full and equitable deployment of 5G.

To sum up, more evidence and new mechanisms and  
capacities are needed for regulators to enter on a par into  
a dialogue with innovators so as to collaboratively solve the 
above described dilemma to rebuild trust and spur the deve-
lopment of an equitable and innovative data economy. 

Yet, this is not to suggest a ‘wait and see attitude’ until more 
evidence is available. Actions can be taken: prioritising the 
areas of intervention, engaging with academia and industry 
in constructive dialogues on possible joint initiatives, pilots 
in prioritised areas, building capacity, innovating instruments 
and processes, and defining new streams of publicly-funded 
research on the most relevant topics.
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4. TECHNICAL ANNEXES

4.1 Users: statistics, attitudes, 
behaviours and market failures

A Eurobarometer survey conducted in 2019 to explore awar-
eness and attitudes about the GDPR one year after its intro-
duction found that 67% of Europeans had heard about it but 
only 36% knew what it was (Eurobarometer, 2019, p. 3). Al-
most two-thirds (65%) had heard of the right to access their 
data, 61% had heard of the right to correct their data if it is 
wrong, 59% about the right to object to receiving direct mar-
keting and 57% about the right to have their data deleted and 
forgotten. The three most exercised rights are the right to 
object to receiving direct marketing (24%), the right to access 
personal data (18%), and the right to correct personal data 
if it is wrong (16%). Just over one in five say they are always 
informed about the conditions attached to the collection and 
use of their personal data online, and only a minority (13%) 
fully read privacy statements online. The majority of social 
network users (56%) have tried to change the default priva-
cy settings of their profile. The most common reason for not 
doing so are that users trust sites to set appropriate privacy 
settings (29%) or that they do not know how to do it (Euroba-
rometer, 2019, p.4).

Another Eurobarometer survey conducted in 2017 provides 
a picture on European attitudes and perspectives on cyber-
security (Eurobarometer, 2017). Over eight in ten (87%) see 
cybercrime as an important challenge, a significant increase 
on the 80% recorded in March 2015. The rise is even more si-
gnificant when looking at the proportion of respondents who 
see cybercrime as a very important challenge: 56% compared 
with 42% in 2015. There are significant differences across 
countries in the proportions of respondents who think that 
cybercrime is a very important challenge, ranging from 76% 
in Cyprus, and 75% in the Netherlands to just 39% in Sweden 
and 26% in Estonia. Less than half (49%) of the respondents 
agree or mostly agree that law enforcement is doing enough 
to combat cybercrime, with the proportion of respondents 
who totally agree being generally low across Member States. 
Respondents express high levels of concern about the se-
curity of their online transactions; 73% of Internet users are 
concerned that their online personal information could not 
be kept secure by websites and 65% are concerned that their 
online personal information could not be kept secure by pu-
blic authorities (Eurobarometer, 2017, p. 5). When asked to 
choose among a list of common risks when using the Inter-
net, the two most common concerns mentioned by respon-

dents are the misuse of personal data (45%) and the security 
of online payments (42%). Concerns about online privacy and 
security are having an impact on behaviour: among res-
pondents that are Internet users, over six in ten (62%) have 
changed the access password of at least one online service 
during the last 12 months; 87% of respondents avoid disclo-
sing personal information online; nearly half (45%) have ins-
talled or changed anti-virus software, and nearly four in ten 
(39%) have reduced the personal information they give out 
on websites. However, few have taken the step at reducing 
the goods and services they buy online (12%), opting out of 
conducting online transactions (11%) or opting out of on-
line banking (10%). A majority of respondents are concerned 
about being the victims of various forms of cybercrime, with 
the largest proportions of respondents expressing concern 
about discovering malicious software on their device (69%), 
identity theft (69%) and bank card and online banking fraud 
(66%). Less than half of respondents have actually been 
a victim of the various forms of cybercrime. The two most 
common situations experienced by respondents are discove-
ring malicious software on their device (42%) and receiving 
an email or phone call fraudulently asking for access to their 
computer, logins or personal details in 38% of cases (Euroba-
rometer, 2017, p. 6).

Additional insights on cybersecurity can be garnered from 
the results of the Eurostat household survey. According to 
Eurostat data, in the EU28 15% of respondents reported 
not buying online due to security concerns. This percentage 
is above 25% in countries such as France and Sweden and 
below 10% in Poland, Lithuania, Slovakia. The percentage of 
Europeans reporting having experienced security problems 
was 17% in 2015, down 5% point compare to 2010. With res-
pect to this dimension there are sizeable country variations 
(i.e., 6% in the Netherlands versus 25% in France and 29% in 
Croatia). As per identification procedures the latest Eurostat 
data for 2018 show the following EU28 average (total does 
not sum to 100% because multiple answers were possible):

• Simple login with username and password as identification 
for online services: 70%;

• Social media login as identification for online services: 29%;

• Security token as identification for online services: 14%;

• Electronic certificate or card as identification for online ser-
vices:15%;
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• Procedure involving their mobile phone: 38%;

• Single pin as identification for online services: 26%.

Cross-tabulation of these two variables against a measure 
of level of digital development in each country (measured 
by the European Commission Digital Economy and Society 
Index, DESI), are plotted below. The first picture (Figure 13) 
shows the digital landscape in the EU in 2019 as per the five 
DESI indicators (i.e. connectivity, human capital, integration 
of digital technology and digital public services), with Finland, 
Sweden, the Netherlands and Denmark having the highest 
index scores with respect to these indicators.

Figure 14 depicts the situation in 2015 matching the DESI 
indicators against the incidence of cybersecurity problems. 
EU Member States with the highest incidence of cybersecu-
rity problems, such as Croatia, Portugal and Bulgaria, have a 
much lower DESI index score. This suggests that countries 
with better developed digital landscape may also have more 
robust cybersecurity programmes in place.

This assumption is supported by Figure 15, which shows the 
extent to which cybersecurity concerns impeded online pur-
chasing behaviour in EU Member States in 2010 and 2015. 
In 2010 Spain, France, North Macedonia and Italy faced the 
highest effects on online purchasing behaviour. By 2015 
North Macedonia still had the highest effect, but followed 
by Sweden, Romania and Portugal. Sweden being the only 
exception, these three figures show a clear correlation that 
countries with lower DESI index scores have higher cyber-

Figure 12: The situation in the EU regarding the 5 DESI indicators, source: https://digital-agenda-data.eu/datasets/desi/indicators

security risks. But how these risks appear (either in terms of 
compliance to cybersecurity measures or cybersecurity pro-
tocols being robust enough, along with regulatory pressures) 
will be further elaborated in later sections of the Technical 
Annexes..

In 2016 in EU28 59% of respondents reported knowing that 
cookies can be used to trace movements of people on the 
internet; the percentage is as low as 24% in Romania and as 
high as 84% in the Netherlands. In 2010 59% reported using 
any kind of IT security software or tool (anti-virus, anti-spam, 
firewall, etc.) in order to protect private computer and data 
but the same year only 15% reported always or almost always 
doing safety copies/back up files. Finally, some statistics on 
use of smart phones for EU28 based on Eurostat data for 
2018 that are a proxy measure of how much European trust 
their devices:

• Individuals use a smartphone for private purposes: 75%

• Smartphone has some security system, installed automati-
cally or provided with the operating system: 32%

• Smartphone has some security system, installed by some-
body or subscribed to it: 12%

• Individuals already lost information, pictures, documents or 
other kind of data on the smartphone as a result of a virus or 
other hostile type of programs: 4%

• Individuals at least once restricted or refused access to 
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Figure 13: Cybersecurity problems and development of digital landscape, source: elaboration on https://digital-agenda-data.eu/datasets/desi/
indicators and https://ec.europa.eu/eurostat/data/database

Figure 14: Cybersecurity problems and effects on online purchasing behaviour, source: https://ec.europa.eu/eurostat/data/database

personal data, when using or installing an app on the smart-
phone: 43%

• Individuals never restricted or refused access to personal 
data, when using or installing an app on the smartphone: 21%

• Individuals didn’t know it was possible to restrict or refuse 
access to personal data, when using or installing an app on 
the smartphone: 5%.

There is no equivalent Eurobarometer on European firms 
and GDPR and the picture on this issue is preliminary and 
is based for the sake of illustration on a Europe wide sur-
vey conducted by a consulting company (RSM, 2019) and 
on a larger security breaches survey conducted by UK De-
partment for Digital, Culture, Media and Sport but focussing 
only on UK companies (UK DDCMS, 2019). According to the 
first source (survey was conducted with about 600 firms 
between April and June 2019), one year after the introduction 
of GDPR 30% of European firms are still not compliant with 
its requirements. On the positive side it can be noted, howe-

ver, that: 73% report that GDPR has led to improvement in 
management of customers data; 58% report that GDPR has 
encouraged new, innovative use of data; and 31% that GDPR 
has made their business more operationally effective. On 
the other hand, firms reported also that GDPR has: required 
increased investments in cybersecurity (62%), cost of com-
pliance slowed growth (37%), and made difficult to work with 
non-European businesses (28%). The UK 2019 cybersecurity 
breaches confirm that GDPR has led firms to invest more 
in cybersecurity: firms that invested more in cybersecurity 
reported as reason GDPR requirements (68%) and holding 
increasing amounts of customers’ data (55%). When asked 
if they agree with the statement ‘GDPR compliance has re-
sulted in more investment in cybersecurity’ in 62% of cases 
firms answered affirmatively. Finally, 26% of UK firms do not 
yet consider themselves to be 100% compliant with GDPR. 

The picture on EU firms and cybersecurity is updated only to 
2015 and key data are presented in an ad hoc report by Eu-
rostat (Eurostat, 2015), whose key findings are: almost one 
out of three enterprises in the EU28 had a formally-defined 
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ICT security policy; the share of large enterprises that had a 
formally-defined ICT security policy was almost three times 
the share of small ones; the majority of enterprises having 
an ICT security policy (32% of the total), defined or reviewed 
their policy within the last 12 months (20% of the total); in 
all countries, most of the enterprises addressed the risk of 
destruction or corruption of data due to an attack or some 
other unexpected incident. Figure 16 shows the types of 
risks addressed by firms in different EU countries.

Figures 17 and 18 break down the group of firms with a for-
mal cybersecurity policy in place, first by class size and then 
by sector of activity.

In the first graph the most noteworthy aspect was already 
highlighted above: there is a marked difference related to 
firms’ size. When considering the breakdown in terms of 
sector of activity, as expected it emerges that ICT firms are 
considerably more active than firms in other sectors.

The data reported so far provide an interesting and informa-
tive picture and uncover some inconsistency between re-
ported attitudes/concerns and actual behaviours (especially 
for individuals) that demand some additional considerations, 
borrowing from the perspectives of both the economics of 

Figure 15: Firms addressing certain cyber risk by country (EU28, 
2015), source: (Eurostat, 2015)

privacy and information and from behavioural economics. 
These considerations enable to point out some potential 
market failures justifying regulatory interventions.

The leading behavioural scholars of privacy issues and other 
colleagues have amply demonstrated how it is too difficult for 
individuals to make reasoned and rational decisions on their 
personal data and the related expression of consent, due to 
behavioural bias and the complexity of the issues at stake 
and how they are rendered in terms of services and other 
contractual documents (Acquisti et al., 2015). Firstly, there 
is overwhelming evidence that most people neither read nor 
understand online privacy policies which users must accept 
before accessing digital services. Secondly, people struggle 
to make informed decisions about their informational pri-
vacy due to problems of bounded rationality and problems 
of aggregation. Thirdly, individuals’ privacy preferences are 
highly malleable and context dependent. An impressive ar-
ray of empirical privacy studies demonstrate that people 
experience considerable uncertainty about the importance 
of privacy owing to difficulties in ascertaining the potential 
consequences of privacy behaviour, often exacerbated by the 
intangible nature of many privacy harms (e.g., how harmful 
is it if a stranger becomes aware of one’s life history?) and 
given that privacy is rarely an unalloyed good but typically in-
volves trade-offs (Acquisti et al., 2015). Empirical studies de-
monstrate that individuals’ privacy behaviours are easily in-
fluenced through environmental cues, such as defaults, and 
the design of web environments owing to pervasive reliance 
on heuristics and social norms. Because people are often ‘at 
sea’ when it comes to the consequences of their feelings 

Figure 17: Firms having a formally defined cybersecurity policy by 
class size (EU28, 2015), source: (Eurostat, 2015)

Figure 16: Firms with a formally defined cybersecurity policy by sector (EU28, 2015), source: (Eurostat, 2015)
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about privacy, they typically cast around for cues in their en-
vironment to guide their behaviour, including the behaviour 
of others and their past experiences, so that one’s privacy 
preferences are highly context dependent rather than stable 
and generalisable to a wide range of settings (Acquisti et al., 
2015). According to Acquisti and his colleagues, this exten-
sive uncertainty and context dependence imply that people 
cannot be counted on to navigate the complex trade-offs 
involving privacy in a self-interested fashion (Acquisti et al., 
2015). Thus, many information law scholars seriously doubt 
that individual acceptance of the ‘terms and conditions’ offe-
red by digital service providers (including Google, Facebook, 
Twitter and Amazon), typically indicated by clicking on a web 
page link, constitutes meaningful waiver of one’s underlying 
rights to informational privacy (Solove, 2013, pp. 1880–
1903). Legal scholars treat these agreements as ‘contracts 
of adhesion’ because they impose take-it-or-leave-it condi-
tions on users who stick to them whether they like it or not 
(Zuboff, 2019, chap 2, Section V). In determining the potential 
loss from a breach of personal data, individuals may fall in 
various behavioural biases such as illusion of control (‘I have 
done enough’), overconfidence bias (‘yes it is a problem but 
will not happen to me’), and present bias (discounting future 
risks in exchange for immediate gratification).

Yet, even the most rational individual would have difficulty 
in avoiding present bias when making decision about per-
sonal data, due to some very specific aspects characterising 
consumer-to-seller information flows (Zhe Jin & Stivers, 
2017). Data security and privacy policies are largely credence 
characteristics even with direct partners in a transaction. In 
addition, data persistence means that consumer valuation 
of an information flow is a function of the network of en-
tities that access and use that flow. The complexity of this 
network, combined with the difficulty in credibly conveying 
and committing to these policies, creates an information 
problem: it is difficult for consumers to be fully informed of 
the potential network of decisions and outcomes, process 
that information, and decide whether to allow their private 
information to flow to the network. The opaqueness of the 
network often makes it difficult to establish causal linkages 
between seller policies and their effects, both positive and 
negative, on the consumer. In some cases, there may only 
be a probabilistic linkage between action and realised harm. 
This creates positive and negative externalities that no one 
actor may have full ability or incentive to internalise. The 
persistence of information means that transfer of private 
information is a sunk investment which could allow ex post 
(perhaps unilateral) renegotiation of how that information 
could be used or protected. Even an actor that knows all of 
the current protections and uses for their data cannot count 
on future use and protection. The commitment problem is 
especially relevant in privacy and data security, where per-
ceptions about the value and use of consumer data is ra-
pidly changing, and the technologies needed to control that 
data are also evolving. All of this creates a clear information 
asymmetry, meaning that individuals’ decisions are poten-

tially dependent on prior beliefs or assumptions about data 
policies and the trustworthiness of seller claims about those 
policies. Information asymmetry is one major market failure 
demanding regulatory intervention. 

Moving to consider the perspective of the firms, it is evident 
that also for an executive deciding on an investment for pro-
tecting customers’ personal data or for increased cyberse-
curity would be difficult. Lack of information, the steadily 
changing costs, and the same behavioural biases seen earlier 
may hinder a complete appraisal of costs and benefits to de-
termine the ROI of the investment. Then procrastination and 
responsibility dumping may set in and the investment would 
be avoided. Even if the investment is made, then implemen-
tation may be ineffective when humans must perform tasks 
(e.g. enabling automatic updates, rebooting machines to ap-
ply some of those updates, or enrolling in two-factor authen-
tication) and fail to do so, due mostly to present bias (Frik et 
al., 2018). Finally, because the indirect intangible costs of a 
security breach (related to loss of reputation potentially re-
verberating into losses in stock markets) are possibly higher 
than the direct costs, firms falling victims of a security breach 
may avoid publicly reporting it. 

But security breaches do not only generate costs at firms 
which are directly affected. Interdependence between infor-
mation systems allows breaches to propagate and negatively 
affect others (Kunreuther & Heal, 2003). In the language of 
public economics, a lack of firms’ information security (for 
any of the reasons above, and either at the level of adop-
tion of cybersecurity measures or at that of publicly repor-
ting breaches) causes negative externalities in an economy. 
The presence of negative externalities justifies government 
intervention, for instance, in the form of laws aiming at redu-
cing the costs of insecurity to society (Hiller & Russell, 2013).

4.2 Data protection and cybersecurity 
regulatory overview

4.2.1 EUROPE

With respect to Europe, as a response to the alarmingly 
fast rising (in numbers and severity) cybercrime and privacy 
breach incidents, cybersecurity and citizen privacy protection 
have become two of the EU’s top priorities. One of the most 
important steps towards this direction was the establish-
ment of ENISA. The European Union Agency for Network and 
Information Security (ENISA) is a centre of expertise for cy-
bersecurity in Europe, which was established in 2004 by the 
EU Regulation No 460/2004. The main activities of ENISA 
include the following: 

• Security/privacy related recommendations to interested 
organisations and companies.

• Support for security and privacy related policy making and 
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policy implementation.

• Direct collaboration with EU designated expert groups wor-
king in cybersecurity.

Then in the EU we have also the NIS Directive (Directive 
on Security of Network and Information Systems – EU 
2016/1148) which was adopted by the European Parliament 
on 6 July 2016 and put into force in August 201683. The NIS 
Directive’s main goal is to achieve a harmonized framework 
of network and ICT security across the EU, as follows:

1. By improving cybersecurity defence levels at a national 
level.

2. By increasing collaboration and information sharing re-
lated to cybersecurity among all EU member countries.

3. By introducing specific cybersecurity mechanisms and in-
cident reporting frameworks for Operators of Essential Ser-
vices (OES) in Critical National Infrastructures (CNI) and Digi-
tal Service Providers (DSP) operating in the EU regardless of 
their originating country.

In the context of the NIS Directive, the EU member states are 
required to define their own regulations for financial penal-
ties, similar to the GDPR, when cybersecurity breaches occur. 
Moreover, member states are required to take appropriate 
measures to prevent such violations. The NIS Directive’s goal 
is to develop high cybersecurity levels across various indus-
trial sectors that rely to a large extend on ICTs while, at the 
same time, they provide services and operations crucial for 
the support of economy and citizens’ daily lives (e.g. utilities 
companies). These sectors, which are within the scope of the 
NIS Directive, are the following:

• Transportation (all means)

• Energy (Electricity, Oil and Gas)

• Banking (Credit institutions)

• Financial markets (Trading venues)

• Health (Health care providers and health system)

• Water (Drinking water suppliers and water distributors)

• Digital infrastructures (specifically, Domain Name Service 
(DNS) providers, Internet Exchange Points (IXP) operators as 
well as Top Level Domain (TLD) name registries). 

• Digital Platform Services (DPS) (specifically the categories 
Cloud computing platforms and services; Search engines and 
Online markets).

In order to achieve compliance, Article 44 of the directive 

mandates that a culture of risk management, involving risk 
assessment and the implementation of security measures 
appropriate to the identified risks, should be supported and 
implemented by member states with respect to the protec-
tion of critical infrastructures. Furthermore, incident repor-
ting obligations include any incident that affects the security 
of the ICT infrastructure such as electricity failures, hardware 
failures and cyberattacks of any kind and level of severity. 
Also, Article 19 of the NIS Directive promotes the deployment 
of European or other internationally accepted standards and 
mechanisms related to ICT security. In this context, the direc-
tive recommends the award of certifications in the two most 
widely accepted international standards on ICT security and 
business continuity management: 

• ISO 27001: a best practice standard for ICT security.

• ISO 22301: an internationally accepted best practice stan-
dard on Information Security Management Systems (ISMS), 
which forms the basis of intelligent cybersecurity risk mana-
gement and business continuity strategies.

Also, in Europe we had the following two recent break-
through milestones in the European data protection and cy-
bersecurity regulatory landscape:

• With respect to privacy, after four years of preparations, 
debates, and discussions the EU General Data Protection Re-
gulation (GDPR) was approved by the EU Parliament on 14 
April 201684 and was enforced on 25 May 2018 (the official 
website of GDPR is https://eugdpr.org/). It is considered one 
of the most important advances in data privacy regulations 
in 20 years.

• With respect to cybersecurity, on 7 June 2019, Regulation 
(EU) 2019/881 on ENISA (the European Union Agency for 
Network and Information Security or the European Union 
Agency for Cybersecurity, as it is named in the regulation 
document) and on the Information and communications 
technology cybersecurity certification, also known as the Cy-
bersecurity Act, was published. The Cybersecurity Act85 was 
enforced on 27 June 2019.

With respect to the GDPR, it replaced the rather outdated 
Data Protection Directive 95/46/EC and its main goals are 
the following:

• To harmonize data privacy legislation across European 
countries and help protect the privacy of European citizens.

• To raise privacy awareness among EU citizens and give 
them control of their data with respect to how they are used 
by private and public organisations.

• To ignite the development of improved EU-third country 
data transfer and data handling agreements and regulatory 
frameworks for the protection of EU-citizens’ privacy.
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• To motivate (and enforce, if necessary, through heavy fi-
nancial penalties) organisations to rethink the way they ap-
proach and secure people’s privacy.

There is huge discussion, controversy and exchange of views 
on an international level still, after more than one year of 
GDPR’s enactment, that we cannot repeat it here. For our 
purposes, we should keep in mind the following points, with 
respect to regulations:

• Since the enactment of the GDPR, several cases of EU ci-
tizens’ data mishandling from (mainly) US organisations and 
companies have been brought to court with favourable deci-
sions (e.g. Google and Facebook cases) for EU citizens.

• The GDPR raised a privacy awareness wave across Europe 
whose repercussions and impact are felt also on other coun-
tries’ efforts to set up privacy related regulatory frameworks.

• Through the financial penalties imposed by the GDPR on 
non-compliant organisations, it is expected that the privacy 
of European citizens will be better secured in the near future.

• Finally, the GDPR is expected to help bridge the gap 
between the different privacy cultures in different nations, 
especially the ones of the US and Europe. This will foster 
economic development and reduce the negative impact of 
cybersecurity breach incidents.

With respect to the Cybersecurity Act, the official confirma-
tion of the upgraded pivotal role that ENISA assumes in figh-
ting cybercrime across Europe within the Act must be noted. 
More specifically, Article 4, Objective 1 of the Cybersecurity 
Act clearly defines the new upgraded status of ENISA in the 
European cybersecurity landscape by stating that: “ENISA 
shall be a centre of expertise on cybersecurity by virtue of its in-
dependence, the scientific and technical quality of the advice and 
assistance it delivers, the information it provides, the transparen-
cy of its operating procedures, the methods of operation, and its 
diligence in carrying out its tasks.”

4.2.2 USA

The situation in the United States with respect to cyber-
security and privacy protection regulations has attracted 
worldwide attention. We believe this is due to the following 
reasons: the federated political system of governance; GA-
FA(M) which stands for Google, Amazon, Facebook, Apple 
(and occasionally Microsoft), also known as Big Four (or Big 
Five, with Microsoft); the cultural differences between US 
and Europe with respect to protection and use of people’s 
(especially Europeans’) personal data. In what follows, we 
will expand on these four points. Point 1 is, most probably, 
the reason for the rather unexpected fact that there is no 
general cybersecurity regulation available in the US. Howe-
ver, the states take measures separately such as by secu-
ring funds for improved security mechanisms as well as by 

demanding from governmental organisations or private bu-
sinesses to implement cybersecurity measures, imposing 
fines in cases of cybersecurity breach incidents. In 2018, as 
reported by the National Conference of State Legislatures 
(NCSL), at least 35 states, D.C. and Puerto Rico have either 
introduced or considered more than 265 bills or measures 
related to cybersecurity. The key targets of the states’ legis-
lative initiatives include the following:

1. Inducing improvements over government cybersecurity 
practices.

2. Securing funding for cybersecurity R&D programmes and 
regulation initiatives.

3. Prohibit or reduce incidents of public disclosure of sensi-
tive governmental cybersecurity related information.

4. Promoting cybersecurity related employment, training, 
and economic growth.

According to NCSL, at least 22 states had enacted 52 bills by 
the year 2018. NCSL’s site lists these states along with the 
introduced bills, providing some description of their contents 
and mandates. Many of them refer to data collection and 
processing good practices along with the obligation of orga-
nisations to notify people soon after their data is compro-
mised by a privacy breach incident. Business is subject to the 
specific cybersecurity legislation enacted in states and cer-
tain states have very stringent cybersecurity requirements 
for organisations, such as New York’s regulations focused on 
the financial sector. One of the criticisms on these regula-
tions, in contrast with the European GDPR, is that there are 
no clear penalties for organisations that fail to comply. Cali-
fornia will put into effect its data privacy legislation in Janua-
ry 2020, with a goal to empower people to have more control 
over their personal information collected by organisations, 
similarly with the GDPR. 

Going through the list of states that have taken the initiative 
to introduce a state cybersecurity legislation reveals a lack 
of sufficient common grounds on which to base a federal 
cybersecurity regulation effort, even though all states’ le-
gislation acts have reasonable requirements with respect to 
cybersecurity. The lack of a federal cybersecurity legislation, 
however, does not imply that businesses are not bound by 
rules. Government contractors must obey certain such rules. 
For instance, as of 31 December 2017 all contractors with 
the Department of Defence (DoD) must obey certain cyber-
security compliance requirements, otherwise the contract 
is terminated. Moreover, in January 2018, the General Ser-
vices Administration (GSA) announced new regulations for 
contractors with respect, also, to handling data in an appro-
priate way and reporting privacy breach incidents as soon as 
they occur. 

Outside of the federal U.S government, some industries also 
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have rules for data handling. For instance, health care is one 
sector governed by federal regulations for managing patient 
data. HIPAA, which stands for Health Insurance Portability 
and Accountability Act of 1996, is a US legislation act that 
mandates patients’ data privacy rules and security provisions 
for protecting medical information (Title II, HIPAA Privacy and 
HIPAA Security rules). 

In summary, with respect to point 1, the situation with res-
pect to cybersecurity regulations appears fragmented and 
responsibility for defining and implementing such regula-
tions is delegated to the states themselves, the various go-
vernmental agencies, and the different industries. 

With respect to point 2, five of the biggest and most influen-
tial companies in the world have their central headquarters 
in the US. The complication with respect to cybersecurity 
arises due to the fact that these five companies store data 
and personal information of billions of people, a vast number 
of which reside outside US in Europe. Facebook and Google 
have already been in dispute, with the Court of Justice of 
the European Union (CJEU), with respect to their policies of 
doing business in the EU territory, part of which is their ways 
of collecting and storing EU citizens’ personal information, 
contrary to what the GDPR mandates. Due to this fact, there 
have been numerous efforts by the US, jointly with the EU 
on several occasions, to bring about an equilibrium point at 
which both countries would be satisfied, at least with respect 
to privacy protection of European citizens when their perso-
nal information is transmitted over to computer and network 
infrastructures residing in US. 

With respect to point 3, which is not unrelated to point 2, on 
2 February 2016, the United States and the EU agreed on 
a new regulation framework for the transatlantic transfer 
of personal information of EU. This framework, named Pri-
vacy Shield, became part of the EU legal system following 
a favourable decision by the Commission on 12 July 2016. 
The EU-US and Swiss-US Privacy Shield Frameworks, was 
designed to create a collaboration framework to govern the 
dispatch of EU citizens’ personal data to the US. It would 
enable organisations to handle data in the US and Europe 
in compliance with personal data protection requirements 
when transferring personal data from the European Union 
and Switzerland to the United States, for the support of 
transatlantic business activities. Two principal rationales un-
derlay this agreement framework: (i) the economic rationale, 
for allowing legal transfer of personal information as part of 
transatlantic businesses, and (ii) the citizens’ rights rationale, 
whereby EU citizens’ personal information should not be 
collected, archived, and processed by US organisations in an 
inappropriate manner. 

The Privacy Shield superseded the Safe Harbour US-EU 
agreement which was introduced as a result of a Commission 
decision on 26 July 2000. The transition from Safe Harbour to 
Privacy Shield was triggered by a CJEU mandate, dated 6 Oc-

tober 2015, which decreed that the Safe Harbour framework 
was inappropriate for regulating transatlantic transfers of EU 
citizens’ data. Privacy Shield was a reaction by the EU ad-
ministration to handle citizens’ doubts and concerns of Eu-
rope’s judicial system with respect to the sufficiency of Safe 
Harbour to protect EU citizens’ personal data when transfer-
red to non-European territories. However, the pan-European 
data regulators group, Article 29, criticised the Privacy Shield 
proposed by the European commission as a replacement of 
the Safe Harbour due to the absence of provisions for mass 
surveillance protection of EU citizens’ data by US govern-
mental agencies and authorities. 

Moreover, Facebook recently failed in a last attempt to 
prevent a referral by Ireland’s High Court of questions with 
respect to the legality of EU-US data transfer regulatory 
frameworks (Privacy Shield being the most prominent), to 
the CJEU. On 31 May 2019, Ireland’s Supreme Court unani-
mously decided to reject Facebook’s request to appeal with 
respect to the referral. This case has its origins in a dispute 
of Facebook with privacy lawyer Max Schrems on the use of 
another data transfer framework, called Standard Contrac-
tual Clauses (SCCs). Before this, he had contributed to ques-
tioning and invalidating the Safe Harbor agreement. In that 
case, he had succeeded in questioning the legality, after the 
‘NSA-Snowden Scandal’ had made the headlines in 2013, of 
the personal data disclosures in US mass surveillance pro-
grams. The comeback to the Privacy Shield and SCC ques-
tioning is, thus, referred to as the ‘Schrems II’ case. It was 
the culmination of a series of serious doubts with respect to 
whether methods used by US companies for transferring and 
processing EU citizens’ data really protect EU citizens’ data 
from the US mass surveillance programs. On 9 July 2019, 
the hearing of the Schrems II case took place at the CJEU in 
Luxembourg. The principal entities involved in the case were 
the Irish Data Protection Commissioner (‘Irish DPA’), Face-
book Ireland Ltd. and the Austrian activist Max Schrems. The 
decision of Europe’s supreme court is not expected before 
early 2020. However, both sides of the Atlantic are waiting 
anxiously since it could change radically the cybersecurity 
and privacy landscape in both US, Europe and their commer-
cial relationship. It may even lead to radical transformations 
of the existing data transfer mechanisms, such as the Pri-
vacy Shield and the SCCs, impacting severely organisations 
and companies with limited means or alternative of securing 
transferred data.

Whereas the above is the more consolidated picture, stres-
sing some notable negative incidents that emerged due to 
privacy protection regulation in Europe, the cited KPMG 2019 
report envisages changes that are undergoing or will occur in 
the future both on data privacy (KPMG, 2018, pp. 8-9) and 
cybersecurity (KPMG, 2018, pp. 14-15). These changes will 
affect significantly, both, US and Europe as well as the tran-
satlantic business collaboration perspectives. We summarise 
below this aspect.
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The starting point is that there is unanimous agreement that 
the ongoing digital transformation and the high penetration 
of the Internet, globally, has brought as close as never be-
fore companies and consumers. There is, also, unanimous 
agreement that the privacy of organisations’ and people’s 
data should be protected at all costs. Disagreement begins, 
however, in the details and the implementation of privacy 
protection regulatory frameworks and technical measures.

As we discussed above, one of the main differences between 
US and European perspectives on privacy regulations is that 
in the US, due to the federated political system, there is no 
single regulatory framework across all US states. One conse-
quence of this is that numerous companies exert influence 
on discussions according to their interests, in contrast with 
the EU where a single framework, the GDPR, was developed 
and unanimously accepted across all European countries.

Elements and principles of the GDPR philosophy have been 
adopted by several non-European countries, especial-
ly in Asia. There is also potential for worldwide adoption of 
GDPR under suitable adaptations which are already being 
considered in the US along with separate federal regula-
tion frameworks. For instance, the DOC (US Department of 
Commerce) has issued a request for comments, on behalf 
of the central US Administration, with respect to a prin-
ciples-oriented approach to consumers’ privacy. The goal is 
to reach specific targets for the benefit of consumers such 
as data handling transparency, data control, user empower-
ment, data minimisation, data access and data correction 
by consumers (data owners), and accountability in case of a 
privacy breach. With respect to the enforcement of the regu-
lation, it will be, in general, the jurisdiction of the FTC despite 
the fact that sectors such as banking and healthcare have 
their own regulations and enforcement agencies. The ulti-
mate goal of the Administration is to develop a US-wide pri-
vacy regulation similar, in spirit, to the GDPR and the status 
it has in Europe.

In parallel, several discussions at the US Congress are tar-
geting privacy and data protection issues, such as providing 
a federal privacy protection standard, possibly borrowing 
elements from EU’s GDPR. This aims to reduce differences 
that arose out of the adoption of different standards in US 
states which has resulted in great differences in how priva-
cy is handled, and breaches are managed across the US. Se-
veral players, among them some of the leading technology 
companies in the US, are pushing for such a federated pri-
vacy regulatory framework. For instance, as we mentioned 
before, California has already adopted AB 375, which is the 
California Consumer Privacy Act of 2018 (CCPA). This regu-
latory framework includes several elements of GDPR and is 
regarded as one of the strictest privacy regulations across 
the US. It will be applicable in California from 1 January 2020.

California’s example is expected to be followed by other 
states. Many states have already enacted data breach noti-

fication legislation. But difficulties due to fragmentation re-
main in the US, while the EU’s GDPR is applicable, on a global 
scale, for all organisations that handle personal data of EU ci-
tizens. Non-compliant organisations are liable to heavy fines. 
This, in turn, forces organisations to strengthen their privacy 
policies and be careful in which countries they operate. The 
ultimate goal is to raise privacy awareness among people so 
that they exercise their rights over the collection, use, and 
archiving of their personal information in line with regulatory 
requirements and law enforcement. 

Although cybersecurity is considered as a top regulato-
ry priority by regulators, there are no efforts for creating a 
uniform cybersecurity regulation framework across the US. 
Some efforts, nevertheless, have started working in this di-
rection:

• The US Administration has published a National Cyber 
Strategy while the Pentagon has, in parallel, published 
its own Cyber Strategy. Several entities work within these 
directions including the Department of Justice, the Depart-
ment of Homeland Security, and the Department of Defence. 
In addition, the National Institute of Standards and Technolo-
gy (NIST), which belongs in the DOC, has established a Cyber 
Security Framework too. 

• Several federal financial service regulators have enacted 
cyber security requirements. Some of them are, to some 
extent, in line with NIST’s Cybersecurity Framework. Moreo-
ver, the federal banking agencies have released a notice of a 
proposed regulatory effort targeting improvements of cyber 
risk handling standards in 2016. However, there are no ac-
tions towards this direction yet. 

• Individual states have established cybersecurity regula-
tions for their organisations. For instance, New York’s De-
partment of Financial Services has released a set of Cyber-
security Requirements for companies active in the Financial 
Services sector. Elements of this effort include the appoint-
ment of a Chief Information Security Officer (CISO), the de-
ployment of strong encryption standards for all non-public 
information, multifactor authentication (also based on bio-
metric characteristics), breach notification policies and an-
nual cybersecurity related reports.

4.2.3 ASIA

One of the most important initiatives in digital infrastructure 
regulation in Asia is the establishment of the Asia-Pacific 
Telecommunity, or APT, as the most widely accepted shaper 
among countries of the region. The APT was founded in 1979 
through joint initiatives of the United Nations Economic and 
Social Commission for Asia and the Pacific (UNESCAP) and 
the International Telecommunication Union (ITU). The APT is 
an intergovernmental organisation that operates in conjunc-
tion with makers and users, including telecom service provi-
ders, manufacturers of ICT technology, as well as R&D insti-
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tutions specialising in ICT and innovative digital technologies, 
as well as other organisations active in the field of communi-
cation, information and innovation. As of today, APT has 38 
members from virtually all countries from the Asia-Pacific 
region. Most members are government agencies and minis-
tries whose jurisdiction lies in ICT and its regulatory difficul-
ties. APT also has 4 associate country members as well as 
137 affiliate members (who are the makers but also users 
from the work of APT and its members) who are all strong 
industrial players active in the ICT among other sectors. For 
instance, for Japan, we see most of the ICT and digital in-
frastructure leaders as affiliate members. 

The wide acceptance of APT in the region manifests its 
country-neutrality as well as effectiveness in handling digital 
infrastructure related issues. Under APT, we see the Asia-Pa-
cific Forum on Telecommunication Policy and Regulation 
(PRF), which was established in 2001 and has now been re-
cognised as one of the most important forums for regulators 
and policy makers active in the Asia-Pacific region. The PRF 
attracts around 100 high-ranking participants from the mi-
nistries and regulatory authorities of the Asia-Pacific coun-

wishing to expand their businesses, based on China-lo-
cated infrastructure (e.g. networks), in China. The situation in 
Asia-Pacific is graphically summarised in Figure 19.

One of the most important cybersecurity regulatory ad-
vances in APAC in 2018 was India’s strategic decision to in-
troduce an all-embracing data protection legislation. The en-
visaged legislation will borrow many elements of the GDPR, 
such as a far outreach that affects foreign businesses that 
are active in India as well as the maximum fines, which may 
reach 4% of the data breach target’s global turnover. China, 
also, introduced legislation based on GDPR as a reference 
anchor in order to dictate to organisations seeking business 
opportunities in China how to comply with the (often unders-
pecified and unclear) data protection regulations in China’s 
Cybersecurity Law as well as other data protection require-
ments. This is especially so with respect to data localisation 
requirements. In the privacy and security terminology, data 
localisation refers to the requirement of storing and archi-
ving data on devices that are physically located within the 
borders of the country in which the data was created/collec-
ted. However, the legislation’s data export review procedures 
have not yet been fully detailed. 

Another important aspect of China’s cybersecurity regulatory 
framework is the exclusion of foreign technology. This may 
severely impact foreign security technology and security ser-
vice providers wishing to expand their businesses in China in 
which there are strong enforcement regulations with respect 
to storage of data. However, as of 2016 there is no all-inclu-
sive regulation that describes when and under what condi-
tions data transfers can (if at all) occur across borders. The 
situation is rather unclear since for certain data and indus-
try types (e.g. handling governmental information) there are 
laws that strictly forbid cross-border transfer and storage 
while company data is not explicitly forbidden to transfer and 
store outside China. 

As another important development in the APAC region, 
shortly after the introduction of the GDPR in the EU, in July 
2018, an equivalency agreement was established between 
Japan and the EU. Under this agreement, Japan agrees to ac-
cept and apply EU data protection standards to personal data 
which is imported from EU countries. 

South Korea’s data protection and privacy protection regula-
tions are considered among the most stringent in the APAC 
region as well as worldwide. The regulatory framework of 
the over-arching Personal Information Protection Act and 
the IT Network Act are supplemented by domain-specific le-
gislation acts resulting in a very demanding compliance ter-
rain for ICT players operating in this country. With respect to 
South Korea’s regulatory framework, it is interesting to note 
that the requirement for data breach notification is meant 
to be a ‘leakage’ requirement, which implies that any unau-
thorized disclosure of personal data is a notifiable breach. 
On the contrary, a ‘harm-based’ requirement implies a no-

Figure 18:  Regulatory landscape in Asia-Pacific,
source: (Hogan Lovells, 2019)

tries each year. Over the years, the PRF has helped members 
strengthen their ICT policy and regulatory frameworks by 
sharing information, good practices and experiences, provi-
ding at the same time a forum for discussing key challenges 
related to regulating digital infrastructures and services. 

With respect to specific countries, an important aspect of 
China’s digital infrastructure regulatory framework is the 
exclusion of foreign technology. This may severely impact 
foreign security technology and security service providers 
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tifiable breach only if the disclosure can cause harm to the 
data owners/subjects. 

More than any other country of the APAC region, the in-
fluence of GDPR is most markedly observed in India’s draft 
Data Protection Bill, as detailed in a report titled A Free and 
Fair Digital Economy – Protecting Privacy, Empowering In-
dians. India’s decision to introduce a data protection regula-
tion is a significant advance in the APAC region as India is one 
of Asia’s most populated nations with commensurate perso-
nal data residing in India’s ICT infrastructures. 

In conclusion, the impact of the GDPR for the APAC region 
is much further reaching than being a formal compliance re-
quirement for Europe-APAC transfer of data and businesses. 
Legislation experts and data protection authorities of APAC 
countries are closely studying the GDPR with a view towards 
reshaping their own regulatory frameworks to encompass 
the most appropriate, to their needs, GDPR elements.

4.2.4 IDENTITY MANAGEMENT

Interactions on the Internet have raised concerns over cen-
tralised identity management systems, including:

1. Individuals rely on a central authority to assign and verify 
their identity online.

2. Individuals rely on a central authority to keep safe their 
personal information that is used to verify their identity.

3. A central authority can monitor the online transactions of 
an individual based on the identity verification requests that 
it receives for that individual.

Such concerns have led the EU to adopting the eIDAS regu-
lation aimed to provide trust in cross-border exchange of ID 
data and to private proposals for self-sovereign identity (SSI) 
and standardisation by the Decentralised Identity Founda-
tion  on the Internet, where individuals can have complete 
control over their identity and over the information that can 
be used to verify it. The Sovrin project provides a blockchain-
based platform to support SSI. In Sovrin, an individual can 
have different identifiers in relationship to different parties 
with which they interact, but companies have public iden-
tifiers; when two companies are involved in an online tran-
saction with a user, the user can use separate identifiers for 
the part of the interaction with each company so that they 
cannot combine or share data about the individual (Morris, 
2018). 

At the same time, there is standardisation activity in the W3C 
on Decentralised IDs (DID). Here, DIDs are URLs that can be 
resolved to documents controlled by the owner of the DID; 
those documents provide cryptographic information, verifi-
cation methods and service endpoints that can be used for 
verification. There is wider activity on standardisation and 

deployment of decentralised identity management systems 
under the auspices of the Decentralised Identity Foundation 
(DIF) which enjoys wide membership from the industry. They 
aim to support interoperability and foster the development 
of an ecosystem. They also provide a forum for the large 
community working on decentralisation, as evidenced by the 
events that they list on their website.

Issues of identification may also be mitigated by methods 
of de-identification. A “dataset is said to be de-identified if 
elements that might immediately identify a person or orga-
nisations have been removed or masked” (Bishop, p. 5). But 
this general picture of de-identification is made problematic 
by the fact that identifiability is being seen increasingly as a 
continuum rather than in binary terms. Especially as risks of 
identity disclosure are related to dimensionality of data (i.e. 
number of variables), how multiple data sources are linked, 
and to the computing power of data analytics architectures 
(ibid.). Consequently, while the risks of identity disclosure 
can be mitigated, these risks cannot be entirely eliminated 
by de-identification (ibid.). The risks of identification and 
whether or not users are comfortable in their use of the In-
ternet can be illustrated in terms of the percentage of users 
who are aware of cookies tracking their Internet activity in 
Figure 20.

4.3 Platforms and Data Flow 
Imbalances

As seen, the growth of platforms has led to worries of data 
abuse, privacy violation and proper distribution of profit 
generated by data (Lee et al., 2017). An article published in 
2014 in Time brought to the attention of the public various 
controversial ways in which Facebook uses the data of its 
users (Luckerson, 2014): tracking user movements or using 
user data in ads without consent. According to this article, 
Facebook paid more than $20 million for lawsuit settlement 
by disgruntled users. There is also reported danger of data 
abuse by platform users, partners or employees (reported in 
Lee at al., 2017). Data governance within platforms is com-
plex for there are multiple parties contributing, deriving and 
using data complicating ownership, access, usage and pro-
fit-sharing of collected data and derived data (through data 
transformation/analysis).

According to Gawer (2009), certain types of platforms 
can function as the building blocks upon which an array of 
firms can develop complementary products, technologies 
or services to innovate. A distinction between intermedia-
tion-driven and innovation-driven platforms can be derived 
from the EIT Digital study on policy options for the platform 
economy (2019, pp. 7-8). In that report the following three 
types were identified:

• Transaction platforms facilitate exchange or transactions 
between different users, buyers, or suppliers. Typical exa-
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mples are Uber, Airbnb, eBay, and also digital labour mar-
kets matching employers and workers (i.e. Upwork, Amazon 
Mechanical Turk, TaskRabbit).

• Innovation platforms facilitate players loosely organized 
into an innovative ecosystem to develop complementary 
technologies and products or services.  

• Integrated platforms facilitate both transactions and the 
emergence of an innovation ecosystem. The typical example 
is Apple, which has both matching platforms like the App 
Store and a large third-party developer ecosystem that sup-
ports content creation on the platform. Other examples are 
Google, Facebook, Amazon, and Alibaba.

In view of the intermediation hierarchy proposed by Fara-
vellon et al (2016), referenced in Chapter 1, we can conclude 
that some of the players included in the integrated type qua-
lify as platforms intermediating abstract services. On the 
other hand, none of the dominant platforms qualify as truly 
open innovation-driven ecosystems. This latter type includes 
small and emerging ecosystems such as the Ocean Proto-
col Foundation new platform and SOLID. Large intermedia-
tion platforms, however, almost monopolise access to data, 
as we show below reporting from the above cited study by 
Faravellon et al (2016). This lead us to the implications of a 
data-driven economy for the long-term economic develop-
ment of countries that is based on an essay by Weber (2017). 
Some examples are provided in the boxes below.

The US and China dominate the data-rich intermediation 
layer, whereas France and the UK show up mostly in the pro-
duction layer (Figure 21).

The Figure 22 shows the power law of traffic dominated by 
Google and Facebook. The top 25 platforms attract most of 
the visits and, most likely, most of the data. They are thus 
major economic powers. For instance, in 2013 Amazon was 
larger than the next dozen Internet retailers combined.

Lastly, Figure 23 shows that US platforms receive traffic and 
data from most countries, whereas other countries struggle 
to limit traffic domestically.

Taking France, the graph above tells us that most of the 
platforms belonging to the French top 25 in terms of traf-
fic are foreign. Only 22% of the national traffic is on national 
platforms. Overall, most traffic from other countries goes to 
US sites, about a third to national sites, and a tiny portion to 
sites of third countries.

Looking at these statistics, one may ask the question that is 
the focus of Weber’s essay: “Put simply, do data flow imba-
lances make a difference in national economic trajectories? If 
a country exports more data than it imports (or the opposite) 
should anyone care? Does it matter what lies inside those 
exports and imports—for example, ‘raw’ unprocessed data 

as compared to sophisticated high-value-added data pro-
ducts” (2017, p. 338). During the period 1945-1982, when 
the Import Substitution Strategy dominated the theory of 
economic development, the answer would have been that 
it made a difference, since exporting raw materials and im-
porting finished products was considered as the path to eco-
nomic decline. In the period 1982-2002 of the Washington 
Consensus the spread of ICT and reduction in transportation 
pushed to unbundle supply chains, move pieces behind bor-
ders and organise the pieces. Since 2007-2008, the allure 
of above idea reduced (global flows of all kinds, except data, 
have decreased and not back to pre-crisis level). 

In the context of the new data economy two perspectives 
would argue that the question above does not matter. First, 
that of the absolute gains from data flows claiming that what 
matters is being part of such flow. The McKinsey Global Insti-
tute (MGI) has put forward a very clear articulation of this po-
sition, arguing that directionality and content is irrelevant be-
cause data flows “circulate ideas, research, technologies, talent, 
and best practices around the world.”(MGI, 2016). The second 
supported by Silicon Valley claims that ‘open is best’ which 
has been put forward vociferously whenever the EU has in-
troduced or attempted to introduce regulation of platforms 
affecting US tech giants. (Kennedy, 2015) or introducing the 
digital services tax (ITIF, 2019, p. 3). A third position is what 
Weber calls ‘data nationalism’ as a sort of reflexive response 
and consists in trying to have their own data value-add com-
panies ‘at home’ and to stop the new oil to flow abroad for 
the extraction of surplus (i.e., through data localisation laws 
or provisions within law). 

Although Weber does not embrace data nationalism, through 
a series of thought experiments (see next two boxes be-
low) he argues that a sort of new digital import substitu-
tion strategy is possibly the only alternative for a mid-sized 
country that is developed by data-peripheric and makes the 
example of France.



EUROPEAN DIGITAL INFRASTRUCTURE AND DATA SOVEREIGNTY  - A POLICY PERSPECTIVE

48

Figure 19: Users who are aware that cookies can track their internet activity, source: https://ec.europa.eu/eurostat/data/database

Figure 20: Proportion of national corporations at each intermediation level, source: (Faravelon et al., 2016, p. 27)

Figure 21: Proportion of national corporations at each intermediation 
level, source: (Faravelon et al., 2016, p. 27)

Figure 22: Top 25 platforms headquartered in the US, nationally, or in third country, source: (Faravelon et al., 2016, p. 29)
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Country X passes a “data localisation” law requiring that data 
from X’s citizens be stored in data centres on X’s territory 
(ignore for the moment the various motivations that might 
lie behind this law). Now, a data-intensive transnational firm 
(say Company) has to build a data centre in Country X in order 
to do business there. The first-order economic effects are re-
latively easy to specify: Country X will probably benefit a bit 
from construction and maintenance jobs that are connected 
to the local data centre, while Company G will probably suffer 
a bit from the loss of economies of scale it would otherwise 
have been able to enjoy. It is the second and third order ef-
fects that need greater understanding. Imagine that the na-
tional statistics authority of Country X develops and publi-
shes a “data current account balance” metric which shows 
that cross-border data flows two years later have declined 
in relative terms. Now the critical question: Is this a good or 
bad thing for X? Do nationally based companies that want to 
build value- add data products inside country X see benefits 
or harms? And does any of this matter to the longer-term 
trajectory of X’s economic development?

Country X exports much of its “raw” data to the United 
States, where the data serves as input to the business mo-
dels of intermediation platform businesses. Intermediation 
platform businesses domiciled in the United States use the 
“imported” data as inputs along with other data (domestic, 
and other imports from Countries Y and Z) to create va-
lue-added data products. These might be algorithms that 
tell farmers precisely when and where to plant a crop for 
top efficiency; business process re-engineering ideas; health 
care protocols; annotated maps; consumer predictive analy-
tics; insights about how a government policy actually affects 
behaviour of firms or individuals (these are just the begin-
ning of what is possible). These value-added data products 
are then exported from United States platform businesses 
back to Country X. Because the value-add in these data pro-
ducts is high, so are the prices (relative to the prices of raw 
data). Because there is no domestic competition in Country 
X that can create equivalent products, there’s little compe-
tition. Because many of these data products are going to be 
deeply desired by customers in Country X, there’s a ready 
constituency within Country X to lobby against “import res-
trictions” or “tariffs.” And unless there’s a compelling path by 
which Country X can kick-start and/or accelerate the deve-
lopment of its own domestic competitors to US platform bu-
sinesses, there may seem little point to doing anything about 
this imbalance.

Each Uber ride in Paris produces a quanta of raw data—for 
example about traffic patterns, or about where people are 
going at what times of day—which Uber collects. This mass 
of raw data, over time and across geographies, is an input 
to and feeds the further development of Uber’s algorithms. 
These in turn are more than just a support for a better Uber 
business model. Other, more ambitious data products will 
reveal highly valuable insights about transportation, com-
merce, life in the city, and potentially much more. If the 

Mayor of Paris in 2025 decides that she needs to launch a 
major re-configuration of public transit in the city to take 
account of changing travel patterns, who will have the data 
needed to make good decisions? The answer is Uber, and the 
price for data products that could immediately help deter-
mine the optimal Parisian public transit investments would 
be (justifiably) high.

Given costs of labour in the San Francisco Bay Area, there 
could be space for outsourcing of lower skilled tasks in the 
data value chain. Firm T in San Francisco contracts with Firm 
Y in France for doing such tasks. Is this a realistic rung on a 
climbable? Firm Y is at a huge disadvantage as it lacs access 
to all the data raw materials that would enable the jump. 
Firm T, in fact, is likely to distribute the outsourced work 
across multiple geographies. Suppose the French govern-
ment try to push back by passing a law that requires more 
value-add data processing to take place France. Firm T in San 
Francisco would most likely respond by moving its data clea-
ning operations elsewhere, outside of country F. This is an 
attractive arbitrage play in data more so then ever, because 
investments in fixed capital for T’s outsourcing operations 
are minimal to zero.

4.4 Cyber Security

The box below provides selective evidence on the global in-
crease of cybersecurity breaches, their costs, and especially 
how they hinder the full development of the data economy. 
A disclaimer, however, is in order given the limited reliability 
of data on security breaches pointed out in a recent article 
(Florencio & Herley, 2011)105.

Total breaches 2014-2016

• 2014: 1523 (with more than 10 million identities exposed: 
11; total identifies exposed: 1.2B);

• 2015: 1211 (with more than 10 million identities exposed: 
13; total identifies exposed: 564M);

• 2016: 1209 (with more than 10 million identities exposed: 
15; total identifies exposed: 1.1B);

• In the last 8 years more than 7.1 billion identities have been 
exposed in data breaches.

Global estimates

• The likely annual cost to the global economy from cyber-
crime are estimated in more than $400 billion;

• Hundreds of millions of people having their personal infor-
mation stolen cost as much as $160 billion per year;

• As cybercrime have impacts on export related jobs, Europe 
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could lose as many as 150,000 jobs due to cybercrime or 
about 0.6% of the total unemployed.

Costs to firms

• The 2015 Information Security Breaches Survey conduc-
ted in the United Kingdom showed that 90% of large orga-
nisations and 74% of small and medium-sized businesses 
reported they had suffered from an information security 
breach;

• For companies with more than 500 employees the average 
cost of the most severe breach was between €1.86 million 
and €4.01 million;

• For SMEs it oscillated between €95,840 and €397,1675.

Hindrances to Open and Big Data Economy

• The potential for data-driven innovation, provided cyberse-
curity is achieved, is a two-fold source of economic growth. 
First, directly as a new market with great economic potential 
of generating revenues by itself; Second, as a way of increa-
sing efficiency and reducing administrative bottleneck;

• In the EU, if all framework conditions were in place, the EU 
data economy could increase up to EUR 643 billion by 2020 
to EUR 272 billion in 2015.

The rise of cybersecurity threats can be attributed to the ex-
pansion of the attack surface determined by nearly universal 
ICT usage and the take-off of the Internet of Things. In gene-
ral, we observe an oxymoron with respect to cybersecurity. 
Everyone knows about rising rates of cybercrime even from 
the daily news. All companies handle sensitive information in 
their ICTs which can be a target of a cyberattack (which are 
on the rise, as a fact). Yet, cybercrime is still on the rise, which 
implies that not enough is being done. The explanation of this 
situation can be found in the behavioural bias and informa-
tion asymmetry described in Section 2.1, and to fragmenta-
tion in the regulatory approaches both within and beyond the 
EU. First, firms may be not aware or will engage in liability 
dumping. Furthermore, they have to navigate complex mul-
ti-layered and fragmented regulation both in the US and in 
the EU (Aggarwal & Reddie 2018b; Timmers, 2018). Accor-
ding to Timmers (2018), the prioritisation of national security 
or national interests over common EU interests is a source 
of market failures. Fragmentation of the internal market 
means that EU countries impose different approaches (for-
mal or informal) such as for ICT security requirements and 
standards106. In general, countries tend to enforce their own 
national direct cybersecurity regulations depending on their 
political, social, and financial agendas. 

Source: Total breaches 2014-2016 (Symantec, 2017); Global esti-
mates (CSIS, 2014); Costs to firms(PwC, 2015); Hindrances to Open 
and Big Data Economy (OECD, 2013)

As illustrated in Deloitte’s European Cyber Defense Report 
2018 (Deloitte, 2019), all countries in Europe have already 
introduced at least one cyber security strategy on a natio-
nal level targeting strong cybersecurity measures and high 
cyberattack resilience levels. To implement their strategy in 
cybersecurity, countries establish their own cybersecurity 
related organisations for developing regulations and respon-
ding to cyberattack incidents. This is exactly where a major 
critical issue in the global cybersecurity landscape emerges: 
a global cybersecurity viewpoint shared by all nations (much 
like the United Nations attempts to set common welfare and 
social standards across the globe) and a global cyberattack 
resilience strategy. A special issue of Journal of Cyber Poli-
cy (volume 3, issue 3, 2018), edited by Aggarwal & Reddie 
(2018a), provides an overview of cybersecurity state of play 
in several countries (US, China, Japan, Taiwan, France, UK, 
and Finland) and on the EU (2018), which is used below to 
highlight selectively some relevant aspects. 

There are several specific security issues concerning 5G, IoT, 
critical infrastructures and AI. 

The coordinated risk assessment report carried out for Eu-
rope (NIS Cooperation Group, 2019; we refer below particu-
larly to pp. 9-15) identifies the main security issues of 5G. 
First, the value chain of 5G includes several stakeholders 
(mobile network operators, suppliers of mobile network 
operators, manufacturers of connected devices, service 
and content providers, and end-users) and this is one of the 
sources of security risks. Mobile network operators will play 
a key role, but many other players enter into the picture. Se-
cond, related to the previous source, new technical features 
(a move to software and virtualisation through ‘Software 
Defined Networks (SDN) and Network Functions Virtuali-
sation (NFV) technologies; ‘Network slicing’; Mobile Edge 
Computing) bring new security challenges. They increase the 
complexity of the supply chain for they will force operators 
to rely heavily on integrators and other third-party suppliers, 
creating also a more articulated and potentially fragmented 
distribution of responsibilities. Third, functions currently per-
formed physically and logically separated will move closer to 
the edge of the network. If not managed properly, these new 
features are expected to increase the overall attack surface 
and the number of potential entry points for attackers. 

With IoT there is danger implicit in increasing interconnecte-
dness of hardware and software utilised by businesses and 
governments in their adoption of IoT technologies and appli-
cations (Walport, 2014, p. 20). As the value of the IoT is the 
data extractable from its functions, any security weaknesses 
that are exploited can be economically and personally costly 
(i.e. in terms of loss of important assets or infringement of 
privacy). IoT has brought new risks. This applies in particular 
to consumer IoT, as it can involve ‘non-technical’ or ‘uninte-
rested’ consumers, who connect an increasingly wide variety 
of devices to their home networks. They risk losing track of 
which devices are connected to the Internet over time, there-
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fore making the efforts of securing them even more challen-
ging. Connectable home devices, such as TVs, home ther-
mostats or home alarms, create multiple connection points 
for hackers to gain entry into IoT ecosystems, access cus-
tomer information, or even penetrate manufacturers’ back-
end systems108. It also relates to the fact that various sectors 
and industries depend heavily on ICT components and the 
interdependence between current and future infrastructures 
(e.g. in smart cities environments, connected cars, energy 
smart grids). 

As summarised by the European Parliament (European Par-
liament, 2019a), there is a specific need to focus security ef-
forts on critical infrastructures. Energy and other utilities are 
increasingly controlled and monitored by networked indus-
trial control systems. The electricity grids are being transfor-
med into smart grids, in which more and more control func-
tions are automated. This is expected to grow with the full 
deployment of 5G and IoT, which also potentially increases 
the risks. So, there is a clear risk that security breaches may 
paralyse critical infrastructure. 

Hackers are becoming increasingly capable and are already 
probing and exploiting vulnerabilities in the energy system, 
as a number of incidents outside the EU have demons-
trated109. The European programme for critical infrastructure 
protection (EPCIP), adopted by the Commission in 2006, es-
tablished a framework for action aimed at improving the pro-
tection of critical infrastructure across all EU Member States 
and in all relevant economic sectors (European Commission, 
2006). This was followed by 2008 Directive on European cri-
tical infrastructures (Council Directive 2008/114/EC) as the 
basis of the EU approach. In June 2019, the Commission pu-
blished an evaluation of the Critical Infrastructure Directive 
(2008), which found that the Directive’s relevance has dimi-
nished in the light of new and evolving challenges brought 
about by technological, economic, social, political and envi-
ronmental developments (European Commission, 2019a). 
The Commission’s recently adopted communication on cy-
bersecurity in energy systems provides guidance. Binding 
rules for energy system operators are under development 
in the form of a new network code on cybersecurity (Euro-
pean Commission, 2019b) and a recommendation on cyber-
security in the energy sector (EU) 2019/553110. The recom-
mendation underlines that the cybersecurity of the energy 
system, and notably the electricity grid, needs a dedicated 
sectoral approach because of real-time requirements, a mix 
of advanced and legacy technologies, and the cascading ef-
fects of disruptions. Experts see a growing need for impro-
ved exchange of knowledge and information, standardisation 
and certification, development of cybersecurity skills, and re-
gulation. Further EU actions include: 

• Security of Gas Supply Regulation: Regulation (EU) 
2017/1938111 deals with gas supply shortages caused by a 
number of risk factors, including cyber-attacks, war, terro-
rism and sabotage. It sets out rules for regional risk assess-

ments and emergency planning, and introduces a mechanism 
for mutual assistance in the event of a severe gas supply cri-
sis, based on the principle of solidarity; 

• Electricity Risk Preparedness Regulation: Regulation (EU) 
2019/941112 is focused specifically on crisis prevention and 
crisis management in the electricity sector. It envisages the 
development of common methods to assess risks to the se-
curity of electricity supply, including risks of cyber-attacks; 
common rules for managing crisis situations and a common 
framework for better evaluation and monitoring of electricity 
supply security. 

Finally, there are also cybersecurity implications for AI as it 
plays a role in risk management of cybersecurity (Timmers, 
2019a). What are the ethical challenges in cybersecurity risk 
management, notably when making use of AI? Extensive 
monitoring and pervasive risk-prevention with the help of 
AI can be highly intrusive and coercive for people, whether 
employees or citizens. AI can also be so powerful that people 
feel that their sense of being in control is taken away. They 
may get a false sense of security too. Deep-learning AI is, as 
of today, not transparent in how it reaches a decision from so 
many data points, yet an operator may blindly trust that de-
cision. AI also can incite freeriding as it is tempting to offload 
responsibility onto ‘the system’. We are therefore confronted 
with a plethora of ethical issues when combining AI and cy-
bersecurity in a risk management approach to strategic au-
tonomy. They include erosion of individual autonomy, unfair 
allocation of liability, the fallacy of humans in the loop, the 
contestable ethics of mass surveillance and of trading off in-
dividual casualties versus collective protection.

As far as market structure goes, cybersecurity markets vary 
from monopolistic to competitive and fragmented structures. 
In China, the cybersecurity market is dominated by large mo-
nopolies with links to the national security apparatus (Cheung 
2018). In Japan the role of the Ministry of Economy, Trade, 
and Ministry (METI), as well as a long-established practice 
of top-down policymaking have also contributed to the slow 
speed of growth in the cybersecurity sector (Bartlett, 2018). 
In the United States there is a plethora of companies marke-
ting their cybersecurity programmes (Aggarwal and Reddie 
2018b). In Europe markets are fragmented between a few 
large players and several small firms (Carr & Tanczer, 2018; 
D’Elia, 2018; Griffith, 2018; Timmers, 2018). Such structures 
are to a large extent shaped by the fact that national govern-
ments intervene on the basis of national security concerns. 
This is documented for the US (Aggarwal and Reddie 2018b), 
China (Cheung 2018), Finland (Griffith, 2018), France (D’Elia, 
2018), and for EU as a whole (Timmers, 2018). In this res-
pect, Timmers notes that in many European countries, cy-
bersecurity suppliers developed through a close relationship 
to military and government buyers. The downside is a degree 
of national institutional dependency: “Historically, industrial 
development in this area has been stimulated by governmental 
procurement and some highly innovative European companies 
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in this sector are still largely dependent on this in their home 
country. A side effect of this situation is limited willingness for 
cross-border procurement, which is a barrier to the development 
of a common cybersecurity market” (European Commission, 
2016b). 

The EU cybersecurity policy has been developed in response 
to three drivers: preserving the internal market, combatting 
terrorism, and playing a global role (Timmers, 2018). It deve-
loped in several phases, the last of which started in 2013: the 
first fully-fledged EU Cybersecurity Strategy was launched, 
and a landmark EU cybersecurity law focused on economic 
resilience was proposed, the Network and Information Secu-
rity Directive (NIS Directive)113. In 2016 an EU private-public 
partnership increased investment in research and innovation. 
Driven by the rapid rise of cyber incidents, this second phase 
can be characterised as moving towards a comprehensive 
and integrated EU cybersecurity policy. 

Currently, we are in the third phase which started in Sep-
tember 2017 with an ambitious renewal of the overall 
strategy and several important legislative proposals. These 
include the EU Cybersecurity Act which introduces EU-wide 
IT security certification and an extended mandate for the 
cybersecurity agency ENISA, legislation for a common ap-
proach to scrutiny of foreign direct investment including for 
cybersecurity concerns, and legislation for strengthening EU 
cybersecurity competence. An EU meeting of all Heads of 
State also discussed cybersecurity. This third phase has been 
characterised by cybersecurity being Chefsache as a top po-
litical priority. 

The most recent EU industrial policy argues that industry 
should become more adaptable, innovative and open to di-
gitisation in order to be globally competitive (European Com-
mission 2017a). EU cybersecurity industrial policy is thus 
firmly embedded in general EU industrial policy. In 2016 a 
further policy impetus to cyber-industrial capacity in Europe 
was given (European Commission, 2016c). As anticipated, 
the new EU cybersecurity policy foresees also scrutiny of 
FDI. The possible forms of industrial policy applicable to the 
cybersecurity domain are reviewed in Aggarwal & Reddie 
(2018a, pp. 6-8). The success or failures of industrial policies 
and of other types of policies depend on many factors in the 
design or implementation, including the possibly unforeseen 
strategic behaviours of the actors subjected to the policy. 

An interesting case is that of breach notification laws aimed 
at market modification in the direction of incentivising firms 
to invest more in cybersecurity in order to avoid having to 
publicly report about the breaches. A quasi-experimental 
empirical study of the effects of California’s law (introduced 
in 2002) found that while data breach notification laws have 
received considerable attention in recent years, their impact 
on firms’ investment in web server security appears mo-
dest (Murciano-Goroff, 2018)114. But the Californian law did 
not include heavy fines. A theoretical principal/agent model 

shows that breach notification laws can produce social bene-
fit (enough cybersecurity investments by firms to have posi-
tive overspill on economy and society) only if the fines fore-
seen are large enough (Laube & Bohme, 2016)115. This would 
suggest that the European GDPR and NIS Directive, both of 
which include sizeable fines, may be more effective laws.
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NOTES AND
REFERENCES

1 It is the title of a piece in the Economist that extols the im-
portance of data and concludes, however, with a critical note 
on competition (The Economist, 2017b). A Council of Europe 
note dated 18 November 2019 titled European Union as a 
hub for ethical data use states that the ‘digital economy’ has 
become a ‘data economy’, stressing the need to ensure trust 
in the current context of growing asymmetry (data concen-
trated in the hands of the largest players) and of steady 
concerns about privacy and security that “demand constant 
attention in order to maintain people’s trust” (Council of Eu-
rope Doc 14070/19. Pp. 1-2). Earlier, on October 29, 2019, 
German Economy Minister Peter Altmaier presenting the Eu-
ropean cloud project GAIA-X has been reported as saying that 
“Data are the resource of the future. That’s why Germany 
and Europe needs data infrastructure that ensures data so-
vereignty and enables the sharing of data on a broader and 
secure basis” (https://www.straitstimes.com/world/europe/
germany-to-unveil-european-cloud-gaia-x-to-rival-ama-
zon-alibaba). That personal data as such is an unrefined raw 
material was certainly clear to the legislators drafting the 
GDPR (Regulation (EU) 2016/679 ) where article 4 introduce 
a wider definition of personal data clarifying that they include 
any information that can be used on its own or with other 
information to identify, contact, or locate an individual; Ar-
ticle 4 (1) recites that “Personal data means any information 
relating to an identified or identifiable natural person (‘data 
subject’); an identifiable natural person is one who can be 
identified, directly or indirectly, in particular by reference to 
an identifier such as a name, an identification number, loca-
tion data, an online identifier or to one or more factors spe-
cific to the physical, physiological, genetic, mental, economic, 
cultural or social identity of that natural person”.

2 Through a large scale online discrete choice experiment the 
authors calculate the monetary value that users attribute to 
free online services. For instance, they report that the median 
Facebook user would ask about $48 to give up free access 
to this social network. So, the authors argue, in the digital 
economy many digital goods have zero price and as a result 
the welfare gains from these goods are not reflected in GDP 
or productivity statistics. Through this experiment they claim 
to have found that digital goods generate a large amount of 
consumer welfare that is currently not captured in GDP.

3 This is summarised in a recent brief of the European Par-
liament on the economic impact of AI (European Parliament, 
2019b), various studies project major productivity break-
through thanks to the adoption of AI ranging from doubling 

annual global economic growth by 2035 (Accenture, reported 
in European Parliament, 2019, p. 3) to a 14% growth of global 
GDP by 2030 (PwC reported in European Parliament, 2019, 
p. 3) and to estimates that AI may deliver an additional eco-
nomic output of around US$13 trillion by 2030, increasing 
global GDP by about 1.2 % annually (McKinsey Global Insti-
tute, reported in European Parliament, 2019, p. 3). AI is being 
utilised widely in a diverse range of domains, including mo-
nitoring traffic congestion, employee hiring, metering smart 
energy grids (Teich, 2019), and can produce important desi-
rable results such as for instance analysing images to detect 
potentially cancerous cells (Al-shamasneh & Obaidellah, 
2017), or helping predict where and when the next big earth-
quake will strike(Fuller & Metz, 2018).

4 The UK Government Office for Science expects 100 billion 
connected IoT devices by 2020 generating 79.4 zettabytes 
(ZB) of data in 2025 and a global market value by 2020 es-
timated to be worth USD 14.4 trillion (Walport, 2014, p. 21).

5 ETNO expects the number of mobile IoT connections in 
Western Europe is set to grow from 78.6 million in 2017 to 
433.9 million by 2023.

6 The large trove of data generated by IoT connections and 
devices will create fresh resources for growing data analytics 
and AI in Europe (Palovirta & Grassia, 2019). IoT-based health 
monitoring of patients with multiple chronic diseases in the 
Netherlands is reported has having generated 20 percent in-
crease in efficiency (Rudas et al., 2019).

7 From the German Economy Ministry website (see: https://
www.bmwi.de/Redaktion/EN/Artikel/Digital-World/da-
ta-infrastructure.html).

8 According to a market research report (Campbell et al., 
2017), 5G will generate USD 12.3 trillion of global economic 
output by 2035 and that Investment in the value chain is ex-
pected to generate a further USD 3.5 trillion in output and 
provide support for 22 million jobs.

9 https://blogs.microsoft.com/on-the-issues/2019/05/20/
gdprs-first-anniversary-a-year-of-progress-in-privacy-pro-
tection/

10 The Impact Assessment refers to the latest example of a 
ransomware cyber-attack in May 2017 shows the potentially 
massive impact of a cyber- attack across sectors and coun-
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that the time had come for the EU “to become more auto-
nomous and live up to our global responsibilities” (European 
Commission, The Hour of European Sovereignty, retrieved 
from: https://ec.europa.eu/commission/sites/beta-political/
files/soteu2018-speech_en.pdf ,15/10/2019, cited in Tim-
mers, 2019a, p. 1). In December 2018 18 EU countries joint-
ly stated that the EU “must adapt its trade policy to defend 
its strategic autonomy”, specifically referring to a range of 
fields including cybersecurity and AI. hey also said that the 
EU must “ensure its technological autonomy by supporting 
the development of a digital offer and create global reference 
players” (Friends of Industry 18 December 2018, retrieved 
from: https://www.bmwi.de/Redaktion/DE/Downloads/F/
friends-of-industry-6th-ministerial-meeting-declaration.
pdf?__blob=publicationFile&v=6 , 15/10/2019, cited in 
Timmers, 2019a, p. 1).

13 ETNO cites that out of “Out of the Forbes Digital 100 
ranking of the top 100 public companies shaping the world-
wide digital economy, only 13 are from the EU28” (Palovirta 
& Grassia, 2019).

14 As reported by Cohen (2016, p. 381-382), in U.S. legal and 
policy circles anti-European posturing figures high and takes 
vitriolic forms. As put by Cohen, the historical U.S. antipathy 
to European-style bureaucracy is not sufficient to account 
of the violence of anti-European statements (see various 
harshly anti-European media coverage of technology related 
regulatory action by the EU cited by Cohen, 2016, footnotes 
30 through 32 at pp. 381-382). European regulators are 
charged of attempting to institute a regime of economic 
protectionism. Posturing putting U.S. first has also been en-
acted as legislation like the Cloud Act introduced in 2018 by 
the Trump administration requiring American firms to pro-
vide law enforcement with customers’ personal data on re-
quest, even when the servers containing the information are 
abroad, which is seen as triggering the push for a European 
cloud by Germany (Stupp, 2019).

15 https://edition.cnn.com/2019/11/01/tech/russia-inter-
net-law/index.html ; see also https://data-economy.com/
internet-iron-curtain-comes-down-across-mother-russia/ . 
Concern arising from this news is largely reflective of fears 
that this law and its enactment would make it easier for cen-
sorship and surveillance of politically sensitive information 
and views. This greater censorship would take place once 
tools such as Deep Packet Inspection (DPI) ‘which involves 
data processing that looks in detail at the contents of the 
data being sent’ similar to how the Great Firewall operates 
in China.

16 See Most Valuable Companies in the World – 2019(retrie-
ved from: https://fxssi.com/top-10-most-valuable-compa-
nies-in-the-world, 16/10/2019).

17 The GAFAM are the five most valuable firms in the world 
and they collectively racked up over $25bn in net profit in the 

tries: more than 150 countries and over 230,000 systems 
were affected, including those related to essential services 
such as hospitals, despite the damage being contained this 
time in comparison to the potential (deeper) consequences it 
may have had (WannaCry Ransomware Outburst, Infonotes, 
ENISA, 2017: https://www.enisa.europa.eu/publications/in-
fo-notes/wannacry-ransomware-outburst ). This example 
is just the last of a series: more than 4,000 ransomware at-
tacks have occurred every day since the beginning of 2016, 
a 300% increase over 2015 (How to protect your networks 
from ransomware, CCIPS, 2016: https://www.justice.gov/
criminal-ccips/file/872771/download) . Cyber incidents 
cause major economic damage to European businesses, 
undermine the trust of citizens and enterprises in the digi-
tal society and affect citizens’ fundamental rights. A  2014 
study estimated that the economic impact of cybercrime in 
the Union amounted to 0.41% of EU GDP (i.e. around EUR 55 
billion) in 2013(CSIS, 2014); with Germany being the most 
affected Member States (1.6 % of GDP). A recent report, in 
the aftermath of the ‘wannacry’ attack, estimated that a se-
rious cyber-attack could cost the global economy more than 
$120bn (£92bn) – as much as catastrophic natural disasters 
such as Hurricanes Katrina and Sandy (Counting the cost – 
Cyber exposure decoded, Lloyd’s and Cyence, 2017: https://
www.lloyds.com/~/media/files/news-and-insight/risk-in-
sight/2017/cyence/emerging-risk-report-2017---coun-
ting-the-cost.pdf).

11 This report, part of the Transatlantic Dialogue on Security 
and Freedom in the Digital Age and partly funded also by the 
Commission, identified a large number of technological so-
vereignty proposals put forward in Europe (see annex III) and 
produced an impact assessment against the OECD Principles 
for Internet Policy Making ( http://www.oecd.org/internet/
innovation/48289796.pdf ).

12 Timmers defines strategic autonomy as “the ability, in 
terms of capacity and capabilities, to decide and act upon 
essential aspects of one’s longer-term future in the eco-
nomy, society and their institutions” (Timmers, 2019b, p. 
2). According to Timmers, this is the result of the interplay 
between international tensions (in relations with Russia and 
China and also transatlantic between Europe and the US), 
the growing dependency on digital technologies throughout 
economy, society and democracy and the rise of cyber-
threats The in-house policy advisory body of the European 
Commission stated recently that digital technologies affect 
all elements of strategic autonomy (EPSC, 2019, p. 3). After 
tense NATO and G7 Summits in May 2018, Merkel said, “We 
Europeans must really take our fate into our own hands” 
(See https://www.reuters.com/article/us-germany-poli-
tics-merkel/after-summits-with-trump-merkel-says-eu-
rope-must-take-fate-into-own-hands-idUSKBN18O0JK, 
retrieved 15/10/2019, cited in Timmers, 2019a, p. 1). When 
European Commission President Jean- Claude Juncker gave 
his 2018 State of the Union speech last September with 
the title, “The Hour of European Sovereignty”, he argued 
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first quarter of 2017 (The Economist, 2017b). Furthermore, 
oligopolistic settings may stifle competition and innovation 
and reduce benefits to society.

18 Digital innovations still do not reach everyone, as digital 
divides still exist, especially as those “who lack safe and af-
fordable access to digital technologies are overwhelmingly 
from groups who are already marginalised: women, elderly 
people and those with disabilities; indigenous groups; and 
those who live in poor, remote or rural areas” (United Na-
tions, 2019, p. 11). Developments in digital technologies do 
not therefore take place in a vacuum, and the values that 
guide technological development must be set out clearly. The 
“application of technology must be aligned with investments 
in human capital, infrastructure and environmental protec-
tion” (United Nations, 2019, p. 15). Furthermore, besides the 
economic impacts of digital technologies, the social impacts 
also prompt regulatory attention. It is necessary to ‘ensure 
that advances in technology are not used to erode human 
rights or avoid accountability’ (United Nations, 2019, p. 14). 
With the increasing scale that digital technologies and digi-
tal services are reaching, collaboration between businesses 
and governments will be necessary as both have a duty to 
protect rights, provide solutions, evaluate risks and assess 
the impact of their actions (especially businesses) on human 
rights (Ibid.).

19 This is underscored, for instance, in the earlier cited UK go-
vernment report on IoT strongly recommending government, 
industry, and international partners to agree best practice 
security and privacy principles based on “security by default” 
to ensure trust (Walport 2014, p. 10).

20 Trust and social capital and are two sides of the same coin 
as they both pertain to relations and the expectation entailed 
in them. The concept of social capital commands an ever-ex-
panding body of literature that cannot be discussed here. 
General approaches define social capital in slightly different 
ways depending on the theoretical perspective (Bourdieu, 
1986; Coleman, 1988; Coleman, 1990; Putnam, 1993, 2000). 
At a very basic level it can be said that the concept entails 
both a norms/values and instrumental dimensions within 
the domain of social networks. At macro level social capital 
can be equated to civic sense entailing norms, social values, 
trust, and social network (especially participation in associa-
tion). It is, however, most important to concept of trust and in 
relation to social capital, for trust is fundamental for adoption 
and beneficial use of new technological possibilities. Trust is 
the social glue that enables collaborative and productive prac-
tices in the digital ecosystem. Scholars of trust distinguish 
between generalized and particularize trust (Couch & Jones, 
1997; Delhey et al., 2011; Freitag & Traunmüller, 2009; Put-
nam, 1993, 2000; Stolle, 2002; Yamagishi et al., 1998; Yama-
gishi & Yamagishi, 1994). Particularized trust, also referred 
to as ‘thick trust’ (Putnam 2000) concerns a close network 
of social proximity (i.e. family and friends). Generalised trust 
is a more abstract attitude toward other people and expec-

tations about their behaviours. It entails some implicit consi-
deration of risk and uncertainty leading to a ‘estimate’ of the 
trustworthiness of others (Coleman 1990). In other words, 
generalised trust can be defined as an attitude entailing re-
liance on the benevolence of human nature (Couch & Jones, 
1997; Yamagishi & Yamagishi 1994) or the attitude to give 
most people the benefit of the doubt (Putnam, 2000, p. 133). 
Generalized trust is, thus, a critical element of social capital 
and the foundation of civic behaviour (Stolle 2002), the basis 
of reciprocity and social connectedness (Delhey et al. 2011), 
and as a ‘bridging’ mechanism linking people to engage with 
others unlike themselves (Stolle & Hooghe, 2004). Obviously, 
since in the digital landscape transactions and interactions 
among strangers are crucial, generalised trust as a willin-
gness to rely on ‘abstract others’ is crucial.  Online exchange 
settings are characterised intrinsically by two forms of infor-
mation asymmetry: the identity of online parties (Ba, 2001; 
Pavlou & Gefen, 2004)– which has three dimensions uniden-
tified, anonymous, and not possible to bind to a single person  
–  and the quality of the exchanged object (Gefen et al., 2008; 
Jøsang et al., 2007). The second source stems from the fact 
that the online consumer has no opportunity to see and test 
out the products before he/she purchases while payment 
usually occurs in advance. This knowledge gap between 
buyer and seller necessitates a high level of trust in the online 
context as compare to the analogic one. In the case of some 
very limited and particular instances, such as transactional 
and sharing platforms, one source of trust is the importance 
of reputation. Reputation reduces the asymmetry concerning 
the quality of the exchanged object by increasing confidence 
in the person offering it (Jøsang et al. 2007). This should be 
backed also by the utilitarian consideration that reputation 
is a ‘value’ that can influence the capacity to exchange or 
sell a particular good or service (Burnham, 2011). In online 
exchanges reputation is network produced by members re-
ferrals and ratings (Jøsang et al. 2007). When the parties are 
total strangers to one another reputation systems are colla-
borative filtering mechanisms helping the emergence of ge-
neralised trust (Corritore et al., 2003). In a way within a given 
community of online exchangers reputational ratings are a 
sort of social control by which the members police themsel-
ves (Abdul-Rahman & Hailes, 2000; Ba, 2001). Opportunistic 
behaviour is in principle sanctioned should not be imitated at 
least according to economic theories of cooperation(Axelrod, 
1984). A second mechanism with the capability to increase 
trust in online marketplaces is the implementation of social 
networking features, or the leveraging of pre-existing rela-
tionships. Such integration two purposes in building online 
trust: confirming identity and establishing transitive trust 
(Hogg & Adamic, 2004; Jøsang et al., 2007; Kwan & Ra-
machandran, 2009; Swamynathan et al., 2008).

21 On the peculiarity of the EU approach see also (EPSC, 
2018).

22 See: https://ec.europa.eu/digital-single-market/en/free-
flow-non-personal-data.
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29 The earlier mentioned economic paper by DG ECFIN reports 
that ICT is regarded to account for 5% of GDP growth and 20% 
of productivity growth in Europe (Lorenzani & Varga, 2014, 
p. 7). The authors, using a modelling simulation, project that 
digital structural reforms that reinforce Europe infrastruc-
ture could have a 1% yearly impact on long term growth and 
deepened efforts could reach an impact of an additional 2.1% 
of GDP growth over the baseline (Lorenzani & Varga, 2014, 
p. 1). According to government estimates in 2017 digital in-
frastructure contributed £33bn to the UK economy (that is 
1.8% of Gross Value Added), and increase of about 33% com-
pared to 2010 (DCMS, 2018, p. 37). Increased connectivity 
and download speed in certain postcode areas created on 
average added £9bn turnover for firms in those areas (ibid.).

30 As stressed by the coordinated risk assessment report car-
ried out for Europe (NIS Cooperation Group, 2019, p. 9).

31 One can make a distinction with respect to the degree of 
intermediation entailed in their business model. Following 
Faravellon et al (2016) one can envisage a hierarchy of inter-
mediation as depicted in the figure below.

23 See: https://ec.europa.eu/digital-single-market/en/poli-
cies/building-european-data-economy.

24 See: https://ec.europa.eu/commission/presscorner/detail/
en/MEMO_19_2750.

25 See: http://www.crenger.com/ovw2.html .

26 See: https://simplicable.com/new/digital-infrastructure 
. Note that this and the one above are just two examples 
chosen selectively among dozens of definitions available on 
the web.

27 According to Atkinson et al. (2016), for instance, infrastruc-
ture refers to system for the transportation of goods, people, 
and information and does not include the nodes (i.e. airports, 
oil terminals, electric generating stations) and, thus, cloud 
computing is not an infrastructure but a broad system of 
nodes  This definition contrasts with a number of sources 
that consider cloud as a key digital infrastructure. A Global X 
piece, for instance, considers cloud computing as ‘the’ digital 
infrastructure that power the businesses of the future(Jacob, 
2019). The earlier cited German project document on Gaia-X 
consider the cloud as key and strategic infrastructure where 
data sovereignty must be achieved, and dependency reduced 
(BMWi, 2019, p. 5). Atkinson et al digital infrastructure is 
defined as Information Technology systems that electroni-
cally collect, process, and transmit information. They can be 
of two kind: hybrid and dedicated. The former are traditional 
infrastructures with an IT component (i.e. smart grid), while 
the latter are just digital and self-standing (i.e. fibre optic 
cable to transfer digital Internet packets). Hybrid digital in-
frastructure are increasingly ubiquitous as a result of smart 
sensors and IoT and is a matter connected to the issue of cri-
tical infrastructure. A report by Arthur D. Little considers digi-
tal infrastructure as the key driver of competitiveness of the 
future a define it broadly to include from physical network to 
IoT and various other elements (Rudas et al., 2019). On the 
other hand, the UK government define digital infrastructure 
as networks enabling other infrastructures in driving econo-
mic growth and productivity and defined as targets full fibre 
coverage by 2033 and for the majority of the population to 
be covered by a 5G signal by 2027 (DCMS, 2018, p. 37). This 
review of diverging definitions could go on much further, but 
it is beyond our scope to enter into definitory disputes and 
technicalities. The World Economic Forum report on delive-
ring digital infrastructure also takes a broader approach to 
the definitions including into it, not only clouds, but also IoT 
and social media platforms (World Economic Forum, 2014)

28 For a general review of definitions, theory and empirics 
concerning infrastructures see Fourie (2006); for systematic 
review of the relevant scientific literature focussing on the 
impact of infrastructure on economic growth and competi-
tiveness see Palei (2015), while for an example of concrete 
estimates see a report delivered for the US Congressional 
Research Services (Stupak, 2018);

At the lowest level we find production actors (i.e. media cor-
porations producing contents) followed by distributors (i.e. 
Amazon or Netflix) and sectorial intermediation (i.e., Linke-
dIn). At the highest level, true intermediation platforms of-
fer ‘abstract services’, such a social network offering various 
functionalities without focus on specific uses and allowing to 
build on top using its API. So, these platforms offer an eco-
system upon which other can build or distribute their ser-
vices. Google and Facebook belong to this category, Apple 
and Microsoft do not, whereas Amazon may overlap several 
layers.

Source: Faravelon et al. (2016, p. 25)
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32 Consider, for instance, the example of the data ecosystem 
for the self-driving car. According to estimation by RAND 
(Kalra & Paddock, 2016), 500 billion to 1 trillion miles driven 
are needed to get AI models accurate enough for production 
deployment of self-driving cars; it would be too expensive for 
a single car maker to generate that much data alone. Poo-
ling data into a platform would make this operation more 
efficient and, if not monopolised by one single player, create 
opportunity for innovators. So, equalisation of access to data 
enables a larger pool of AI innovators to improve their sys-
tems, bring them to market and create value.

33 Aggarwal & Reddie (2018a, p. 293).

34 A broad definition of the costs of cybercrime include: a) cri-
minal revenues, that is the gross receipts from crime (this is 
a cost to society), the other three are costs for victims and 
also to society; b) Direct costs: value of losses, damages ex-
perienced by victim (but also costs of ex post fixing the pro-
blem: the costs of cleaning systems from malware; c) Indirect 
costs: values of losses and opportunity costs imposed on so-
ciety (i.e., loss of trust, foregone sales, reputational costs for 
individual firms or entire industries, etc.); d) Defence costs: 
values of prevention efforts (Anderson et al., 2019). Going 
more granularly as many as 14 different type of costs (De-
loitte, 2016). It is important to stress that indirect intangible 
reputational costs may be even greater than direct costs, 
when measured by the impact on stock markets for listed 
companies (Cavusoglu et al., 2004). In this respect, it has 
been recently shown that a broad based approach is needed 
to quantify such costs (Haislip et al., 2019). These authors 
explain that one should not stop observing that at times 
there is difference between media attention/regulatory acti-
vism on one hand, and lack of response by capital markets on 
the other. They argue that a broad-based analysis of cyber-
security breaches costs, not focusing only on targeted firms 
but examining the effect on non-breached industry peers 
through the lens of capital markets, auditors, and affected 
insurers Non-breached peers experience significant negative 
equity returns around the announcement of a cybersecurity 
breach in their industry, together with a material increase in 
audit fees during the year of the infraction. Also, significantly 
negative equity returns for insurers with material cybersecu-
rity exposure can be observed.

35 In the well-known case brought by the Spanish Data Pro-
tection Authority against Google Spain (see in depth analy-
sis in Zuboff, 2019, chap. 2, Section V) the Court of Justice 
of the European Union ruled against Google Spain in 2014 
in a case brought by a man who wanted outdated informa-
tion about him removed from Google’s search results (Google 
Spain SL and Google Inc v Agencia Española de Protección 
de Datos (AEPD) and Mario Costeja González, 13 May 2014; 
Doc C-131/12, ECLI:EU:C:2014:317 CJEU). The ruling limited 
the extension of the rights to be forgotten within EU juris-
dictions.

36 Citing Bamberger &  Mulligan (2015), O’Hara & Hall (2018) 
suggest that the law may promote a box-ticking mentality that 
may turn out to be no more effective than  the tort-based ap-
proach of the United States.

37 See: https://ec.europa.eu/commission/priorities/stronger-glo-
bal-actor_en

38 ITIF argued against any regulation of platforms when this was 
envisaged in the EU (Kennedy, 2015), placed Europe as a whole 
in its 2018 black list of the Ten Worst Digital Protectionism and 
Innovation Mercantilist Policies for having “Attempted to intro-
duce a mercantilist digital services and digital profits tax that 
would have targeted U.S. tech firms almost exclusively” (ITIF, 
2019, p. 3), and Germany in same black list of 2016 introducing 
“forced local data-storage requirements—ostensibly due to pri-
vacy and cybersecurity concerns—as part of a new telecommu-
nications data law”(ITIF, 2017, p. 2).

39 By 2025, the GSM Association (GSMA) expects 5G connections 
to reach 1.1 billion, some 12 per cent of total mobile connections. 
It also forecasts overall operator revenues to grow at a CAGR of 
2.5 per cent, to reach USD1.3 trillion by 2025 (Reported in ITU, 
2018, p. 4). One report estimates that 5G will generate USD 12.3 
trillion of global economic output by 2035, with the greatest 
growth in sales activity coming from manufacturing because 
of an anticipated increase in spending on 5G equipment. This is 
followed by sales growth in the ICT sector driven by higher ex-
penditure on communications services. Investment in the value 
chain is expected to generate a further USD 3.5 trillion in output 
and provide support for 22 million jobs by 2035 (Campbell et al., 
2017). Another market research company estimates that that 
mobile broadband operators will reap 5G revenues of $247 bil-
lion in 2025 with North America, Asia-Pacific, and Western Eu-
rope being the top markets. In 2014, the European Commission 
had estimated that the total cost of 5G deployment across the 
28 Member States will be EUR 56 billion, resulting in benefits 
of EUR 113.1 billion per annum arising from the introduction of 
5G capabilities, and creating 2.3 million jobs. It is also estimated 
that benefits are largely driven by productivity in the automotive 
sector and in the workplace generally. Most of the benefits are 
expected in urban areas while only 8 per cent of benefits (EUR 
10 billion per annum) will be realized in rural areas(DG CONNECT, 
2014).

40 See: ABI Research projection at: https://www.abiresearch.
com/press/abi-research-projects-5g-worldwide-service-reve-
nue.

41 These concerns are supported, as the estimated cost to de-
ploy a small cell-ready 5G network – assuming fibre backhaul 
is commercially feasible – can range from USD6.8 million for a 
small city to USD55.5 million for a large, dense city (2019, p. 68). 
Given the considerable CAPEX investment required in deploying 
5G, operators face major challenges in making the investment 
case for 5G.
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parent. Such requirement needs a strict and clear definition 
of AI. The regulation of technology is useful if there is so-
mething essential about it that is not regulated by already 
existing laws and regulations. Calo specifies this argument 
in the context of AI, proposing to identify the three essential 
qualities of AI (2015): embodiment (interaction with physi-
cal world), emergence (unpredictability of interaction with 
its environment) and social valence (whether people treat AI 
agents as human beings). Surely AI meets these criteria and, 
thus, would require new laws and regulation, but seemingly 
the problems of regulating AI is that there is no accepted de-
finition of what AI is (Scherer, 2016). As illustrated by (Buiten, 
2019, pp. 3-5), most definitions are circular as for instance 
those focussing on intelligence and autonomy, where then 
there is not a clear-cut definition of these qualifying terms. 
So, Buiten advocates looking beyond the opaque concept of 
AI, focusing on the concrete risks and biases of its underlying 
technology: machine-learning algorithms and consider what 
it means requiring them to be transparent and the right to 
explanation (2019).

49 For instance, AI applications are analysing images to de-
tect potentially cancerous cells(Al-shamasneh & Obaidellah, 
2017). They can help predict where and when the next big 
earthquake will strike(Fuller & Metz, 2018). On the other 
hand, Microsoft’s chatting bot Tay had to be shut down af-
ter 16 hours because it became racist, sexist, and denied the 
Holocaust (See: https://techcrunch.com/2016/03/24/mi-
crosoft-silences-its-new-a-i-bot-tay-after-twitter-users-
teach-it-racism/ ), errors in credit checks, recidivism (Teich 
& Tirias Research, 2018), and various other examples that 
are fuelling a variety of concerns about the accountability, 
fairness, bias, autonomy, and due process of AI systems 
(Pasquale, 2015; Ziewitz, 2015).

50 Bias can arise in algorithms in several ways. First, the 
data we have collected may have been preferentially sam-
pled, and therefore the data sample itself is biased.(Olhede 
& Wolfe, 2018)Second, bias can arise because the collec-
ted data reflects existing societal bias.(Caliskan et al., 2017)
To the extent that society contains inequality, exclusion or 
other traces of discrimination, so too will the data.(Goodman 
& Flaxman, 2017)For instance, differences in arrest rates 
across racial groups may be replicated by algorithm calcu-
lating recidivism risk.(Chouldechova, 2017) Another example 
could be underrepresentation of women in particular jobs, 
from which a hiring algorithm may derive the rule that men 
are preferable candidates ( See for instance ‘Amazon scraps 
secret AI recruiting tool that showed bias against women’ 
(Reuters, 10 October 2018: https://www.reuters.com/ar-
ticle/us-amazon-com-jobs-automation-insight/amazon-
scraps-secret-ai-recruiting-tool-thatshowed-bias-against-
women-idUSKCN1MK08G ). In short, machine learning can 
reify existing patterns of discrimination (Goodman & Flax-
man, 2017, p. 3). Output may also be biased if the training 
data is not representative of the real-world environment in 
which the system is supposed to perform. An algorithm may 

42 Barcelona‘s smart street lights, which analyses required 
brightness via the IoT and have contributed to a 30 percent 
energy reduction; a networked and intelligent transport sys-
tem on the M42 motorway in the UK, which has decreased 
travel time by 25 percent and accident frequency by 50 
percent; and IoT-based health monitoring of patients with 
multiple chronic diseases in the Netherlands, which has led 
to a 20 percent increase in efficiency (Rudas et al., 2019).

43 Underpinned by 5G, the number of mobile IoT connec-
tions in Western Europe is set to grow from 78.6 million in 
2017 to 433.9 million by 2023 (Palovirta & Grassia, 2019); 
the growth in connected IoT devices is expected to generate 
79.4ZB of Data in 2025, according to a IDC Forecast 18 June 
2019); Three quite different projections of IoT market value 
by 2020 (reported in Walport 2014, p. 19 p. 21):

• Cisco: US $ 14.4 trillions. Cisco further  identifies increases 
in employee activity, reduction of costs, improved citizen ex-
perience and increased revenue as four drivers in the public 
sector following implementation of IoT, estimating ‘over 25% 
of an estimated $19 trillion global market value [would be] 
available up to 2022’ in the public sector (p. 21). Consequent-
ly, a ‘future enriched by the Internet of Things is likely to be 
one where good security practice supported by robust sys-
tem design is an essential part of everyday life’;

• IDC: US $ 7.1 trillions;

• Gartner: US $ 1.9 trillions;

44 Atali et al (2019, p. 2) point out in a McKinsey article that by 
2021 “about 35 percent of all enterprise workloads will be on 
the public cloud, and 40 percent of companies will use two or 
more infrastructure-as-a-service(IaaS) and software-as-a-
service (SaaS) providers”.

45 Cloud computing delivers IT services directly over the in-
ternet without any concern for the interoperability on-pre-
mises. Traditional on-site computing architectures, on the 
other hand, are “capital- and time- intensive without a high 
degree of scalability” (Jacobs, 2019, p. 2). Businesses that 
utilise public cloud systems due to the technical advantages, 
will also benefit from economic advantages due to the cost 
efficiencies from economies of scale (Jacobs, 2019, p. 4).

46 An instance of this is in Slovenia. While for a long time “pu-
blic administrations databases are unlinked and located in 
different silos”, these administrations are attempting to work 
towards developing “a common governmental platform for 
data analytics, which will integrate a data warehouse, a data 
lake for big data and business intelligence and artificial intel-
ligence functionalities”(Battisti et al., 2019, p. 6).

47 See: https://solid.inrupt.com

48 A debate is focussing one legally requiring AI to be trans-
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produce unexpected and undesirable results if it encounters 
a situation that is markedly different from the data it was 
trained on. As algorithms become more sophisticated, their 
decision-making process may become less tractable. The 
problems associated with biases in data and insufficient tes-
ting may get more pervasive as the decision model gets more 
complex, because these biases may be more difficult to pre-
dict or identify. For instance, avoiding biased results rooted 
in social inequalities is difficult if sensitive information, such 
as ethnicity, is correlated with seemingly neutral variables, 
such as home address. In such cases, removing the sensi-
tive variable will not prevent the biased result. Sophisticated 
algorithms may be able to reconstruct sensitive information 
from other inputs, even if they are not given this informa-
tion (Doshi-Velez & Kortz, 2017). With sufficiently large data 
sets, the task of exhaustively identifying and excluding data 
features correlated with ‘sensitive categories’ a priori may be 
impossible. If we are not aware of correlations between va-
riables, these hidden relationships may obscure the rationale 
for how predictions are being made (Olhede & Wolfe, 2018, 
p. 4; Goodman & Flaxman, 2017, p. 4). The chosen decision 
model may also turn out to be unsuitable if the real-world 
environment behaves differently from what was expected. 
If an algorithm is fed with input from users or consumers, 
designers may have to account for the interaction with the 
social-learning abilities in the decision model. Microsoft 
learned this lesson the hard way in 2017, when its chatting 
bot Tay had to be shut down after 16 hours because it be-
came racist, denied the Holocaust and supported Hitler. Tay 
was intended to be empathetic and was highly successful 
at that. However, this meant that as Twitter users started 
deluging Tay with racist, homophobic and otherwise offen-
sive comments, Tay stopped being family-friendly and its 
type of language changed dramatically. Since then, Microsoft 
launched a new bot that was programmed differently with 
respect to its responses to input.

51 AI Global Surveillance Index (AIGS) is an initiative of the 
Carnegie Endowment for International Peace and all refe-
rence material can be found at: https://carnegieendowment.
org/files/AIGlobalSurveillanceIndex.pdf ; An interactive map 
keyed to the index that visually depicts the global spread of 
AI surveillance technology can be accessed at: https://carne-
gieendowment.org/AIGlobalSurveillance . There is also an 
open Zotero library with all reference source material used to 
build the index. The methodology for the construction of the 
index is illustrated in Feldstein (2019, pp. 5-7 and pp. 25-28). 
Here it suffices to say that the index, based on the compila-
tion of a vast array of sources, includes detailed information 
for seventy-five countries where research indicates govern-
ments are deploying AI surveillance technology and breaks 
down AI surveillance tools into the following subcategories: 
1) smart city/safe city, 2) facial recognition systems, and 3) 
smart policing.

52 See: European Parliament Committee on Legal Affairs, Ci-
vil law rules on robotics (2015/2103 (INL)), p. 10.

53 Guidelines for achieving this framework have been 
addressed to all relevant stakeholders including ‘companies, 
researchers, public services, government agencies, institu-
tions, civil society organisations, individuals, workers, and 
consumers. These guidelines have the following seven key 
requirements, which these stakeholders can voluntarily fol-
low: human agency and oversight (to mitigate any infringe-
ment of fundamental rights and improve explainability), ro-
bustness and safety, privacy and data governance (to ensure 
citizens have control of their data), transparency, diversity, 
non-discrimination and fairness, societal and environmental 
well-being, and accountability. These requirements ensure 
that human values are applied to the development of algo-
rithms that increasingly play a role in our daily lives, especial-
ly as they force us ‘to rethink our understandings of human 
dignity and agency’ as they ‘are increasingly sophisticated at 
manipulating our choices - for example, to keep our atten-
tion glued to a screen’. (United Nations, 2019, p. 24). Greater 
oversight will make it more possible to uncover instances 
of discrimination within algorithms before profound real-
life consequences (United Nations, 2019, p. 25). This is why 
there are a growing number of initiatives, such as the Ins-
titute of Electrical and Electronics Engineers (IEEE)’s Global 
Initiative on Ethics of Autonomous and Intelligent Systems. 
Such initiatives assess the delegation of human responsi-
bility and legal accountability in the design of autonomous 
intelligent systems. These initiatives are important because 
these systems ‘raise the danger that humans could evade 
responsibility for decisions made or actions taken by tech-
nology they designed, trained, adapted or deployed’ (United 
Nations, 2019, p. 25).

54 This data perspective is based on a number of data ethics 
principles, such as: foresighted responsibility (concerning 
network effects, effects of scale and changing actor constel-
lations), respect for the rights of the parties involved, data 
use and data sharing for the public good, fit-for-purpose data 
quality, risk-adequate level of information security, and in-
terest-oriented transparency (such as through appropriate 
documentation of data-related activities by data controllers) 
(DEK, 2019, p. 8). The DEK also point out that the extent to 
which individuals should be entitled to data-specific rights 
from participation in data generation, depends on: the nature 
and scope of data generation, the weight of legitimate inte-
rest in being granted data right, the weight of conflicting in-
terests and potential compensation arrangements, the inte-
rests of the general public, and the balance of power between 
the involved parties (DEK, 2019, p. 9) This data perspective is 
complemented by the DEK’s algorithms perspective, which 
prescribes the following principles in the use of algorithmic 
systems: human-centred design (i.e. prioritising human va-
lues and rights), compatibility with core societal values (e.g. 
democracy and fairness), sustainability, quality and perfor-
mance, robustness and security, minimisation of bias and 
discrimination, transparent, explainable and comprehensible 
systems, and clear accountability structures (DEK, 2019, pp. 
17-18).
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3, 2018), edited by Aggarwal & Reddie (2018a), provides an 
overview of cybersecurity state of play several countries (US, 
China, Japan, Taiwan, France, UK, and Finland) and on the EU 
(2018), which is used below to highlight selectively some re-
levant aspects.

58 Cyber risk in an Internet of Things world, Flashpoint Re-
port, Deloitte, 2015: https://www2.deloitte.com/content/
dam/Deloitte/us/Documents/technology-media-telecom-
munications/us-tmt-flashpoints-cyber-risk-in-internet-of-
things-world.pdf .

59 Notable incidents related to physical and cybersecurity of 
energy: Reports of hackers penetrating Russian and US power 
networks, 2019 In March 2019, the US grid regulator NERC 
reportedly warned that a hacking group with suspected Rus-
sian ties was conducting reconnaissance into the networks 
of American electrical utilities. In June 2019, the New York 
Times reported that American ‘code’ had been deployed in-
side many elements of Russia’s power network by US mili-
tary hackers that were targeting Russian power plants. The 
claims were denied by President Trump and regarded with 
scepticism by cybersecurity experts. Cyber-attack on petro-
chemical plant, Saudi Arabia, August 2017 In August 2017, 
a sophisticated cyber-attack on a Saudi petrochemical plant 
was the first known attempt to manipulate an emergency 
shutdown system. The attack resulted in the plant shutting 
down, but experts warned that it had the potential to cause a 
serious industrial accident. Cybersecurity experts attributed 
the incident to a Russian government-owned laboratory. 
Cyber-attacks on Ukrainian power grid, 2015 and 2016 The 
Ukrainian grid suffered two blackouts as a result of cyber-at-
tacks. In December 2015, hackers penetrated the computer 
system of a western Ukrainian power utility, and cut off the 
electricity to some 225 000 people. A year later, in December 
2016, a cyber-attack disabled an electricity substation and 
left customers in parts of Kiev without power for about an 
hour. Both attacks were attributed to Russian hacker groups. 
Some security researchers suspect that the second attack 
was intended to cause physical damage to the components 
of the Ukrainian electricity grid. Metcalf sniper attack, Cali-
fornia, 2013 In April 2013, attackers physically damaged and 
disabled the Metcalf substation that supplies electricity to 
Silicon Valley. In a well-planned night-time operation, they 
cut communication cables and used rifles to severely da-
mage 17 electricity transformers, resulting in damage worth 
US$15 million. The attackers were not identified and their 
motivation is not known. Baku-Tbilisi-Ceyhan oil pipeline 
explosion, Turkey, 2008 The Baku-Tbilisi-Ceyhan (BTC) oil pi-
peline in Turkey experienced a rupture and fire in 2008. The 
Kurdish Workers Party claimed responsibility for the incident, 
but later investigations point to a cyber-attack in which the 
attackers accessed the control system of the pipeline via in-
ternetconnected security cameras and gained access to the 
industrial control systems to raise the pressure in the pipe-
line, causing it to rupture. North-eastern blackout, USA and 
Canada, 2003 Malware may have inadvertently contributed 

55 An effective transparency requirement would need to of-
fer an explanation that is both feasible and useful. A feasible 
definition of transparency allows programmers or algorithm 
producers to comply with the requirement. Ideally, this means 
answering what were the main factors in the decision, how 
changing a certain factor would have changed the decision 
and, if applicable, what factor resulted in different decisions 
in two cases that look similar (Doshi-Velez & Kortz, 2017, 
pp. 8-9). First, a transparency requirement could focus on 
the input: the training, testing and operational data. Having 
access to this data could allow an observer to detect biases 
present in the dataset on which the algorithm operated or in 
society at large, as discussed above. Algorithms could be re-
viewed for their neutrality based on the accuracy and charac-
teristics of the algorithm’s inputs. A second possibility is to 
require transparency of the decision-making process of the 
algorithm. Following this approach, an explanation should 
permit an observer to determine how input features relate 
to predictions, and how influential a particular input is on the 
output. This presumes that the model of the algorithm can 
be articulated and understood by a human (Goodman & Flax-
man, 2017, p. 6). An explanation of the decision model of the 
algorithm may become increasingly difficult as the algorithm 
becomes more complex. Even if an algorithm’s source code 
were made transparent, it would only give a snapshot of its 
functionality. This is particularly true for adaptive, self-lear-
ning systems (Ananny & Crawford, 2016, p. 982). Finally, 
transparency could be required in terms of the outcomes or 
decisions of the algorithm. In some cases, it may be obvious 
that the outcome or decision reached by an algorithm is har-
mful. In others, analysing the outcomes may show harm, for 
instance in the form of (statistical) discrimination. The first 
and last approach to transparency may be more feasible 
for programmers than the approach focusing on the deci-
sion-model of the algorithm. As technology advances, more 
instruments may become available to quantify the degree of 
influence of input variables on algorithm outputs (Datta et 
al., 2016). Research is also underway in pursuit of rendering 
algorithms more amenable to ex post and ex ante inspection.
(Jia & Liang, 2016) Nonetheless, generating explanations of 
an algorithm is a non-trivial engineering task that takes time 
and effort that could also be spent on other goals (Doshi-Ve-
lez & Kortz, 2017, pp. 3). The usefulness of transparency may 
depend on the risk associated with the decision. Regulatory 
transparency requirements should be context-dependent 
and based on risks to safety, fairness, and privacy(Wachter 
et al., 2017).

56 An explanation could be provided by probing the AI sys-
tem with variations of the original inputs changing only the 
relevant variable, to see if the outcomes are different (Do-
shi-Velez & Kortz, 2017, pp. 7). A simple example would be: 
‘You were denied a loan because your annual income was 
£30,000. If your income had been £45,000, you would have 
been offered a loan’(Wachter et al., 2018, p. 844).

57 A special issue of Journal of Cyber Policy (volume 3, issue 
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to the 2003 blackout, which left 50 million North Americans 
without electricity. The blackout happened at a time when 
the computer worm Blaster affected a large number of com-
puter systems, possibly impeding the timely detection of, 
and communication about, the initial small power outage, 
which cascaded to interconnected grids.

60 Directive (EU) 2016/1148 concerning measures for a high 
common level of security of network and information sys-
tems across the Union.

61 The author collected data on the decisions of 213,810 pu-
blic and private companies regarding when to update their 
web server software and apply security patches during the 
years before and after the California legislation was signed. 
Comparisons are made between groups of companies within 
and outside of the jurisdiction of the California law using a 
difference-in-differences framework. The study shows that 
firms that use older server software are also more likely to 
suffer a successful hacking event and data breach. In addi-
tion, it found that the data breach notification law in Cali-
fornia caused firms headquartered in that state to use web 
server software that was 1.8-2.8% newer.

62 The model assumes that firms (agents) have few incentives 
to unilaterally report breaches. To enforce the law, regulators 
(principals) can introduce security audits and sanction non-
compliance. The  model predicts that it may be difficult to 
adjust the sanction level such that breach notification laws 
generate social benefits If disclosure costs are not negligible, 
a security breach notification law without security audits, 
regardless of the sanction level, cannot incentivize firms to 
report security breaches to authorities (investments made 
by firms are below social optimum level) a breach notifica-
tion law with security audits and sanctions can incentivize 
firms to report breaches to authorities, regardless of accom-
panied disclosure costs. With such a law in place, firms face 
sanctions for noncompliance with reporting obligations, and 
indirect cost associated with information sharing. Therefore, 
firms conduct additional security investments to reduce their 
breach probabilities, and thus the number of reporting obli-
gations.

63 See: https://unctad.org/en/Pages/DTL/STI_and_ICTs/IC-
T4D-Legislation/eCom-Data-Protection-Laws.aspx

64 See: https://www.oed.com/view/Entry/80307

65 See: https://fxssi.com/top-10-most-valuable-companies-
in-the-world

66 See: https://solid.inrupt.com

67 See: Deloitte blog: Block Chain. Enigma. Paradox. Opportu-
nity (retrieved from:  https://www2.deloitte.
com/uk/en/pages/innovation/articles/blockchain.html , 
16/10/2019).

68 See: W3C Decentralized Identifiers (DIDs) v0.13(retrieved 
from https://w3c-ccg.github.io/did-spec/ , 16/10/2019).

69 See:  https://aws.amazon.com/iam/ (accessed 
16/10/2019).

70 See: https://azure.microsoft.com/en-us/services/ac-
tive-directory/ (accessed 16/10/2019).

71 See: https://hatdex.dataswift.io.

72 Caroline Wren reported at the EDAA Summit 2019: “Since 
GDPR, many consumers feel more knowledgeable about 
online data”. (See” https://digitalenlightenment.org/system/
files/oliver_gray_edaa_2019_caroline_wren.pdf )

73 See: https://www.wired.com/story/larry-sanger-declara-
tion-of-digital-independence/

74 A full discussion of this new productivity paradox is beyond 
the scope of this report, and we simply report here the sum-
mary presented in the earlier cited Briefing released by the 
European Parliament (2019, p. 5). In advanced economies 
productivity is sluggish in an age of accelerating technologi-
cal progress. One traditional explanation is that of lag time: 
productivity gains will materialise when diffusion of AI ca-
pabilities increases, and complementary innovations are 
adopted.  Other economists (such as Gordon cited above) 
consider that ICT revolution has reached maturity and show 
that research productivity is declining sharply with dimini-
shing impacts on the economy. According to opposing views, 
AI will significantly improve human capital by offering novel 
ways of teaching and training the workforce. One possible 
explanation, then, is that productivity gain do not show due 
to mis-measurement.

75 See: UK Digital Competition Expert Panel – Unlocking Digi-
tal Competition.  https://assets.publishing.service.gov.uk/
government/uploads/system/uploads/attachment_data/
file/785547/unlocking_digital_competition_furman_re-
view_web.pdf 

‘At present, merger assessment only considers how likely a 
merger is to reduce competition. If a substantial lessening of 
competition is more likely than not to result, a merger may 
be blocked. Although in many situations this is a reasonable 
approach, it does not adequately allow the scale of any harm 
(or benefits) to be accounted for alongside their likelihood as 
they would be in economically sound cost-benefit analysis. 
For digital mergers, this can be a crucial gap. For example, take 
a large platform seeking to acquire a smaller tech company 
based on an attractive innovation that gives it a real chance 
of competing for consumers. For the sake of the example, 
assume that if the companies merge, there would only be a 
modest efficiency benefit. But if the smaller company would 
otherwise have become a serious and innovative competitor, 
the resulting competition would have generated far greater 
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luation, skews distribution of financial returns from the data 
economy and stops users from developing themselves into 
“first-class digital citizens. Within this tradition, Arrieta-Ibar-
ra et al. (2018) explore whether and how treating the market 
for data like a labour market could serve as a radical market 
that is practical in the near term. According to their analy-
sis, in the present situation user expectations of receiving 
free online service works hand in hand with the monopsony 
power of the technology giants to perpetuate the status quo. 
Dominant tech giants benefit from free / cheap data availabi-
lity in what the authors call Data as Capital (DaC) equilibrium. 
But the total value created by data could be much larger in a 
Data as Labour (DaL) world, users would likely demand com-
pensation, reducing the share of value that captured from 
Tech giants. In an extreme version of monopsony (usually 
depressing wages) in the current (DaC) equilibrium users are 
not even aware of the value their data daily create for Google 
of Facebook. So, the author claim, monopsony by the com-
bined tech giants’ model may be an important force blocking 
the potential productivity gains that would accrue in a DaL 
equilibrium. They further make their point, by differentiating 
different actors within the group of tech giants and between 
them and startups. Google and Facebook rely heavily on DaC, 
more than Amazon, Apple, and Microsoft that follow other 
business models. The latter lag behind Google and Facebook 
in the race to train machine learning systems with data. So, 
company like Microsoft might even benefit from users per-
ceiving themselves more as producers online. Paying users 
as data labourers might help Microsoft and smaller compa-
nies in competing with Google and Facebook in accessing 
data to create AI systems. Smaller companies or start-ups 
could also make a difference, for many have been formed 
around DaL-related ideas.

80 Many fear that artificial intelligence (AI) systems will re-
place human workers. Economists rightly respond that grea-
ter technological disruptions in the past, while causing shifts 
in employment, have largely left labour’s share of income 
constant or even growing (Autor, 2015). Yet recent secular 
declines in labour’s share (Karabarbounis & Neiman, 2014)
belie its universal stability.

81 Information about the methodology used to construct the 
index and various measurements produced in recent years 
can be found at: https://digital-agenda-data.eu/datasets/
desi/visualizations .

82 See: https://www.enisa.europa.eu/

83 See: https://www.itgovernance.co.uk/nis-directive

84 See: https://eur-lex.europa.eu/legal-content/EN/TXT/?u-
ri=celex%3A32016R0679

85 See: https://eur-lex.europa.eu/legal-content/EN/TXT/
PDF/?uri=CELEX:32019R0881&from=EN

consumer benefits. The Panel is concerned that, under the 
system as it stands, the CMA could only block the merger if 
it considered the smaller company more likely than not to be 
able to succeed as a competitor. This is unduly cautious. The 
report recommends that assessment should be able to test 
whether a merger is expected to be on balance beneficial or 
harmful, taking into account the scale of impacts as well as 
their likelihood. This change would move these merger de-
cisions to a more economically rational basis, and allow big 
impacts with a credible and plausible prospect of occurring 
–critical in digital markets –to be taken properly into account. 
Recommended action 10: A change should be made to legis-
lation to allow the CMA to use a ’balance of harms’ approach 
which takes into account the scale as well as the likelihood 
of harm in merger cases involving potential competition and 
harm to innovation.’

And “The Data Ethics Commission ascribes enormous impor-
tance to a holistically conceived, sustainable and strategic 
economic policy that outlines effective methods of preven-
ting not only the exodus of innovative European compa-
nies or their acquisition by third-country companies, but 
also an excessive dependence on third-country infrastruc-
tures (e.g. server capacities). A balance must be struck in 
this context between much-needed international coope-
ration and networking on the one hand, and on the other 
a resolute assumption of responsibility for sustainable se-
curity and prosperity in Europe against the backdrop of an 
ever-evolving global power dynamic.”  https://www.bmjv.
de/SharedDocs/Downloads/DE/Themen/Fokusthemen/Gu-
tachten_DEK_EN.pdf?__blob=publicationFile&v=1

76 The FCC prohibited internet service providers, such as 
Comcast and Verizon, from discriminating against non-affi-
liated content-providers.

77 See: https://en.wikipedia.org/wiki/Social_media_as_a_
public_utility.

78 See: one among many interviews to the Internet ‘daddy’ 
at:   https://www.theregister.co.uk/2018/10/01/tim_
berners_lee_solid_inrupt/ (accessed 16/10/2019).

79 These authors work in the tradition of labour economics 
theorising about the creation of absent markets. In one case 
it has been argued that by creating or strengthening absent 
markets, it is possible to simultaneously address the ine-
quality, stagnation and socio-political conflict afflicting de-
veloped countries (Posner & Weyl, 2018). Posner & Weyl, 
2018 call such cases ‘radical markets’ because of their trans-
formative emancipatory potential In another contribution it 
has been highlighted the social problems with the culture of 
“free” online, in which users are neither paid for their data 
contributions to digital services nor pay directly for the value 
they receive from these services (Lanier, 2013). While free 
data for free services is a barter, Lanier argues that the lack of 
targeting of incentives undermines market principles of eva-
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86 See: https://www.globalsign.com/en/blog/four-cyberse-
curity-regulations-you-should-know/

87 See: http://www.ncsl.org/research/telecommunica-
tions-and-information-technology/cybersecurity-legisla-
tion-2018.aspx

88 See: https://www.theguardian.com/commentisfree/2019/
mar/09/eu-plan-facebook-google-online-copyright-law

89 See: https://www.privacyshield.gov/welcome

90 See: http://www.europarl.europa.eu/RegData/etudes/
IDAN/2018/625151/EPRS_IDA(2018)625151_EN.pdf

91 See: https://noyb.eu/cjeu-case/?lang=en

92 See: http://www.europeanpapers.eu/en/e-journal/eu-us-
data-transfer-safe-harbour-privacy-shield

93 See: http://curia.europa.eu/juris/document/document.
jsf?text=&docid=204046&pageIndex=0&doclang=EN&mo-
de=lst&dir=&occ=first&part=1&cid=6462885

94 See: https://www.lexology.com/library/detail.as-
px?g=00c338c4-358b-47ca-a4a2-39857dbcc514

95 See: https://www.apt.int/APT-Introduction

96 See: https://meity.gov.in/writereaddata/files/Data_Pro-
tection_Committee_Report.pdf

97 See: https://ec.europa.eu/digital-single-market/en/trust-
services-and-eid

98 See: https://sovrin.org/faq/what-is-self-sovereign-iden-
tity/

99 Sovrin, What is self-sovereign Identity? December 6, 
2018 (retrieved from:  https://sovrin.org/wp-
content/uploads/2019/01/How-DIDs-Keys-Creden-
tials-and-Agents-Work-Together-in-Sovrin-131118.pdf , 
16/10/2019).

100 See: https://sovrin.org.

101 See W3C Decentralized Identifiers (DIDs) v0.13(retrieved 
from https://w3c-ccg.github.io/did-spec/ , 16/10/2019).

102 See: http://identity.foundation (accessed 16/10/2019).

103 See: http://identity.foundation/events/ (accessed 
16/10/2019).

104 See: www.enforcementtracker.com.

105 We report here a few excerpts from the article’s abstract. 

The information on cyber-crime losses mostly come from 
surveys that presents several shortcomings. Since losses are 
extremely concentrated, a representative sample of the po-
pulation does not give a representative sample of the losses. 
Second, losses are self-reported and unverifiable numbers. 
The authors find evidence that most surveys are dominated 
by a minority of responses in the upper tail (i.e., a majority of 
the estimate is coming from as few as one or two responses). 
Finally, the fact that losses are confined to a small segment 
of the population magnifies the difficulties of refusal rate and 
small sample sizes. A single individual who claims $50,000 
losses, in an N = 1000 persons survey, is all it takes to ge-
nerate a $10 billion loss over the population. One unverified 
claim of $7,500 in phishing losses translates into $1.5 billion.

106 This manifests itself in hesitation to buy from another 
country in the EU, or overlap in standards, duplication in cer-
tification schemes (ENISA, 2016)or uncertainty about how 
to deal with cross-border cyber incidents. Fragmentation 
leads to smaller markets, less economies of scale, and the-
reby smaller companies, making home-grown industry less 
competitive globally (ECIL, 2016). Small local companies are 
not able to invest as much as their large global competitors 
in brand and reputation, which are tremendously important 
to convey trustworthiness in the complex and often obscure 
field of cybersecurity.

107 Internet of Things (IoT) Security and Privacy Recommen-
dations, Broadband Internet Technical Advisory Group Re-
port, 2016(BITAG, 2016). Risks of IoT are linked, among the 
others, to: lack of IoT supply chain experience with security 
and privacy; lack of incentives to develop and deploy updates 
after the initial sale; difficulty of secure over-the-network 
software updates; devices with constrained or limited hard-
ware resources (precluding certain basic or “common-sense” 
security measures); devices with constrained or limited 
user-interfaces (which if present, may have only minimal 
functionality), and devices with malware inserted during the 
manufacturing process. Internet of Things (IoT) Security and 
Privacy Recommendations.

108 Cyber risk in an Internet of Things world, Flashpoint Re-
port, Deloitte, 2015: https://www2.deloitte.com/content/
dam/Deloitte/us/Documents/technology-media-telecom-
munications/us-tmt-flashpoints-cyber-risk-in-internet-of-
things-world.pdf.

109 Notable incidents related to physical and cybersecurity of 
energy: Reports of hackers penetrating Russian and US power 
networks, 2019 In March 2019, the US grid regulator NERC 
reportedly warned that a hacking group with suspected Rus-
sian ties was conducting reconnaissance into the networks 
of American electrical utilities. In June 2019, the New York 
Times reported that American ‘code’ had been deployed in-
side many elements of Russia’s power network by US mili-
tary hackers that were targeting Russian power plants. The 
claims were denied by President Trump and regarded with 
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web server software and apply security patches during the 
years before and after the California legislation was signed. 
Comparisons are made between groups of companies within 
and outside of the jurisdiction of the California law using a 
difference-in-differences framework. The study shows that 
firms that use older server software are also more likely to 
suffer a successful hacking event and data breach. In addi-
tion, it found that the data breach notification law in Cali-
fornia caused firms headquartered in that state to use web 
server software that was 1.8-2.8% newer.

115 The model assumes that firms (agents) have few incen-
tives to unilaterally report breaches. To enforce the law, regu-
lators (principals) can introduce security audits and sanction 
noncompliance. The  model predicts that it may be difficult to 
adjust the sanction level such that breach notification laws 
generate social benefits If disclosure costs are not negligible, 
a security breach notification law without security audits, 
regardless of the sanction level, cannot incentivize firms to 
report security breaches to authorities (investments made 
by firms are below social optimum level) a breach notifica-
tion law with security audits and sanctions can incentivize 
firms to report breaches to authorities, regardless of accom-
panied disclosure costs. With such a law in place, firms face 
sanctions for noncompliance with reporting obligations, and 
indirect cost associated with information sharing. Therefore, 
firms conduct additional security investments to reduce their 
breach probabilities, and thus the number of reporting obli-
gations.
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